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LECTURE  1#



Bernoulli distribution

Suppose you perform an experiment with two

possible outcomes: either success or failure.

Success happens with probability p, while failure

happens with probability 1-p. A random variable

that takes value 1 in case of success and 0 in case

of failure is called a Bernoulli random variable

(alternatively, it is said to have a Bernoulli

distribution).



Bernoulli distribution

Definition:

The random variable X is called the Bernoulli random
variable if its probability mass function is of the form

where p is the probability 

of success.



Bernoulli distribution

Proof :

Non-negativity is obvious. We need to prove that 
the sum of f(x) over its support equals 1. This is 
proved as follows:

෍

x=0

1

𝑓 x = 𝑓 0 + 𝑓 1

= 1 − p + p = 1



Bernoulli distribution

Example :
What is the probability of getting a score of not less than 5 in a 

throw of a six-sided die?



Bernoulli distribution

Theorem :

If X is a Bernoulli random variable with parameter p, 

then the mean, variance and moment generating 

functions are respectively given by:



Bernoulli distribution

Proof:
Next, we find the moment generating 
function of the Bernoulli random variable



Bernoulli distribution

Characteristic function



Bernoulli distribution

Characteristic function



Bernoulli distribution

Distribution function



Solved exercises1



Solved exercises

Let X and Y be two independent Bernoulli random variables with parameter p.

Derive the probability mass function of their sum:  Z = X + Y?

2



3

What is that?

(0,3)

(1,2)

(2,1)

(3,0)

In general

sum Independent
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Binomial distribution 
Consider an experiment having two possible outcomes: either 
success or failure. Suppose the experiment is repeated several 
times and the repetitions are independent of each other.  
 
The total number of experiments where the outcome turns out to 
be a success is a random variable whose distribution is called 
binomial distribution.  
 
The distribution has two parameters: the number n of repetitions 
of the experiment, and the probability p of success of an individual 
experiment. 
 
Note A binomial distribution can be seen as a sum of mutually 
independent Bernoulli random variables 
 
 



Binomial distribution 

Definition: 
A random variable X has the binomial distribution with 
parameters n and p if X has a discrete distribution for which the 
p.f. is as follows: 
 
 
 
In this distribution, n must be a positive integer, and p 
must lie in the interval 
 
We will denote a binomial random variable with 
parameters p and n as  X ~ BIN(n, p). 
 



Binomial distribution 

Proof : 

Non-negativity is obvious. We need to prove that the sum of f(x) over 
its support equals 1. This is proved as follows: 
      

 𝑝 x

1

x=0

 

  
 
where we have used the formula for binomial expansions 
 
 
 

 

 



Binomial distribution 

Example : 
Find the probability of getting five heads and seven tails in 12 flips of a balanced 

coin. 
 

in binomial table, we find that the result is 
 
 Probabilities for various binomial distributions can be 

obtained from the table given at the end of this book 
and from many statistical software programs. 
 





Binomial distribution 

H.W: 

Find the probability that 7 of 10 persons will recover 
from a tropical disease if we can assume independence 
and the probability is 0.80 that any one of them will 
recover from the disease. 
 

 Note:  

in binomial table 



Binomial distribution 

Theorem: The mean and the variance of the binomial 

distribution are 

 
 

Here p = 



Binomial distribution 



Binomial distribution 



Relation to the Bernoulli distribution 

Proposition 1: A random variable has a binomial distribution 
with parameters n and p, with n = 1, if and only if it has a Bernoulli 
distribution with parameter p. 
Proof: We demonstrate that the two distributions are equivalent by showing 
that they have the same probability mass function. 

The probability mass function of a binomial distribution with 
parameters n and p, with n = 1, is: 

 
𝑝 x                                           ,    but, 

 
𝑝 0                                                ,  and, 
 
𝑝 1  



Relation to the Bernoulli distribution 

Proof:   

Therefore, the probability mass function can be written as 

 
𝑓 x  
 

which is the probability mass function 
of a Bernoulli random variable. 

 

Proposition 2 : A random variable has a binomial distribution with 
parameters n and p if and only if it can be written as a sum of n jointly 
independent Bernoulli random variables with parameter p. 

 

Proof: We will prove that  later: 
 



Binomial distribution 

Theorem : 
The moment generating function of a binomial random variable X 
is defined for any 𝑡 ∈ 𝑅 as : 
 
Proof: 
 The definition of m. g. f. 

X can be represented as a sum of n 
independent Bernoulli r.v. 

Y1 ; …; Yn are jointly 
independent 

The definition of m. g. f. Y1,…Yn 

The formula for the moment 
generating function of a Ber. r.v. 

Since the m.g.f. Ber. .v. exists,so is the m.g.f. of a binomial random variable exists . 



Binomial distribution 

Characteristic function: 
The characteristic function of a binomial random variable X is 
 
 
Proof:  Similar to the previous proof 
 
 
 
 



Binomial distribution 

Distribution  function: The distribution function 
of a binomial random variable X is 
 



Solved exercises 1 

Suppose you independently flip a coin 4 times and the outcome of each toss 
can be either head (with probability 1/2) or tails (also with probability 1=2). 
What is the probability of obtaining exactly 2 tails? 

Solution 
Denote by X the number of times the outcome is tails (out of the 4 tosses). X 
has a binomial distribution with parameters n = 4 and p = 1/2. The probability 
of obtaining exactly 2 tails can be computed from the probability mass function 
of X as follows: 
 
 



Solved exercises 

Suppose you independently throw a dart 10 times. Each time you throw a dart, 
the probability of hitting the target is 3/4. What is the probability of hitting the 
target less than 5 times (out of the 10 total times you throw a dart)? 
 

Solution 
Denote by X the number of times you hit the target. X has a binomial distribution 
with parameters n = 10 and p = 3/4. The probability of hitting the target less 
than 5 times can be computed from the distribution function of X as follows: 
 

 

 

2 



3 Exercises 

1) On a five-question multiple-choice test there are five possible 
answers, of which one is correct. If a student guesses randomly 
and independently, what is the probability that she is correct only 
on two questions? 

2) What is the probability of rolling two sixes and three nonsixes 
in 5 independent casts of a fair die? 

3) What is the probability of rolling at most two sixes in 5 
independent casts of a fair die? 

4) Suppose that 2000 points are selected independently and at 
random from the unit squares                                      Let X equal 
the number of points that fall in                                     How is X 
distributed? What are the mean, variance and standard deviation 
of X? 



4 Exercises 

4) Hinte : If a point falls in A, then it is a success. If a point falls in the complement 

of A, then it is a failure. The probability of success is 
 
 
 
 
 
 
 
 

5) Let the probability that the birth weight (in grams) of babies in 
America is less than 2547 grams be 0.1. If X equals the number of 
babies that weigh less than 2547 grams at birth among 20 of these 
babies selected at random, then what is  
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Poisson distribution 
Definition   : A random variable X is said to have a Poisson 
distribution if its probability mass function is given by 

 
 
 

 

The probability density function f is called the Poisson   distribution 
after Simeon D. Poisson (1781-1840). 
 



Poisson distribution 

Proof : 

     It is easy to check                We show that            
is equal to  one 
 
 
  
 
 
 
 
 

 

 



Poisson distribution 

Theorem: The mean , the variance the m.g.f. of  Poisson 

distribution are: 

 
 



Poisson distribution 

 
 



Poisson distribution 

   Example : A random variable X has  Poisson distribution with a mean of 3. 

What is the probability that X is bounded by 1 and 3, that is, 
 
 
 
 Answer: 
 



Poisson distribution 

   Example : The number of tra!c accidents per week in a small city 
has a Poisson distribution with mean equal to 3. What is the 
probability of exactly 2 accidents occur in 2 weeks? 
 
 
 
 

Answer: The mean tra!c accident is 3. Thus, the mean accidents in 
two weeks are 
 
 



Poisson distribution 

Characteristic function: 
The characteristic function of Poisson random variable X is 
 
 
Proof: 
 
 
 
 

is the usual Taylor series expansion of 
the exponential function 



Poisson distribution 
Distribution  function: The distribution function of a Poisson 
random variable X is 
 

Where          is  the largest integer not greater than x. 
 

Proof: 
 
 
 
 



Solved exercises 1 

Let X have a Poisson distribution with parameter     = 1. What is 
the probability that              given that 
Solution 
 
 



Solved exercises 

If the moment generating function of a random variable X is 
                             , then what are the mean and variance of X? What 
is   the probability that X is between 3 and 6, that is 
 
Solution: Since the moment generating function of X is given by 
 
 

 

2 







Exercises 

1- Suppose that on a given weekend the number of accidents at a 

certain intersection has the Poisson distribution with mean 0.7. 
What is the probability that there will be at least three accidents 
at the intersection during the weekend? 

2- Let                         ,if P(X=1)=2P(X=2) ,    find                          

 



     

 

 Some examples for some 
discrete  distributions 
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Example1 

What is the probability of rolling at most two sixes in 5 independent casts of a fair 
die? 

Sol:  
Let the random variable X denote number of sixes in 5 independent casts of a fair 
die. Then X is a binomial random variable with probability of success p and n = 5. 

The probability of getting a six is p=
1

6
. Hence, the probability of rolling at most two 

sixes is: 

 

 

 



Example2 

 Let X 1 , X 2 , X 3 be three independent Bernoulli random variables with the same 
probability of success p. What is the probability density  function of the random 
variable  X = X 1 + X 2 + X 3 ? What is the mean and the variance of X? 

Sol: 

The sample space of the three independent Bernoulli trials is 

S = { FFF, FFS, FSF, SFF, FSS, SFS, SSF, SSS } . 

The random variable X = X 1 + X 2 + X 3 represents the number of successes 

in each element of S. The following diagram illustrates this. 

 

 

 



Example2 

 Let p be the probability of success. Then 

 

 

 

 

 

 

 

Thus, X~BIN(3,p). In general, if 𝑋𝑖~𝐵𝐸𝑅 𝑝 , then  𝑋𝑖
𝑛
𝑖=1 ~𝐵𝐼𝑁(𝑛, 𝑝) and hence 

 

                                            ,  

 



Example3 

 If X~BER(p), What is the p.m.f. of Y=1-X? 

Sol: 

Since X~BER(p), then  P(x)=𝑝𝑥(1 − 𝑝)1−𝑥 . Now, if x=0, then y=1 and if x=1 , then 
y=0. Also, Y=1-X. 

Therefore, P(y=1-x)=𝑝1−𝑦(1 − 𝑝)𝑦= 𝑞𝑦 1 − 𝑞 1−𝑦, 𝑦 =0,1 

 

That is mean: Y=1-X ~BER(q). 

 

 

 

 

  

 



Example4 

 Let  X  be the number of heads  ( successes )  in n =  7 independent  

tosses of an unbiased coin. The pmf of  X  is: 

 

 

 

  

 



Example5 

 The mgf of a random variable  X  is                       Show that  

 

 

  

Sol: 



Example6 

 If  X  ~  BIN(n,p),  show that:  

  

Sol: 



Example7 

Suppose that X has a Poisson distribution with 𝜇 = 2.  Compute 𝑃(1 ≤ 𝑋) 

Sol: The pmf of X is  

 

 

Then  



Example8 

If the random variable X has a Poisson distribution such 
that  P(X = 1)  = P(X = 2) , find  P(X = 4).  

Sol:  

 

 

 

  



Example9 

1-The mgf of a random variable X is 𝑒4 𝑒
𝑡−1 . Show that 

𝑃 𝜇 − 2𝜎 < 𝑋 < 𝜇 + 2𝜎 = 0.931 

Sol:  

Try to solve 

2- Let  X  have a Poisson distribution with mean 1. 
Compute, if it exists, the expected value  E(X!).? 
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Uniform distribution 
Definition   : A random variable X has a discrete uniform distribution and it is 
referred to as a discrete uniform random variable if and only if its probability 
mass function  is given by: 
 
                                                                                          We denoted by: (X~DU(k)) 
Proof:  You do that. 
 
Expectation and Variance: 
 
 
                                                             , So,                                             Def. of Var.  
 
                              Tp proof that you have to use                        
                                      



Uniform distribution 
Moment generating  and Characteristic function : 
If X is a r.v. distributed as a discrete uniform dist., then the m.g.f. of 
X is given as follows: 

𝑀𝑀𝑋𝑋 = 𝐸𝐸 𝑒𝑒𝑡𝑡𝑡𝑡 =
1
𝑘𝑘
�𝑒𝑒𝑡𝑡𝑡𝑡 =

1
𝑘𝑘
�𝑍𝑍𝑥𝑥,   𝑍𝑍 = 𝑒𝑒𝑡𝑡
𝑘𝑘

𝑥𝑥=1

𝑘𝑘

𝑥𝑥=1

 

                 = 1
𝑘𝑘

(𝑍𝑍 + 𝑍𝑍2 + ⋯+ 𝑍𝑍𝑘𝑘)=𝑍𝑍
𝑘𝑘

(1 + 𝑍𝑍 + 𝑍𝑍2 + ⋯+ 𝑍𝑍𝑘𝑘−1) 

But  ∑ 𝑍𝑍𝑥𝑥 = 1−𝑍𝑍𝑘𝑘

1−𝑍𝑍
𝑘𝑘−1
𝑥𝑥=0 , then 𝑀𝑀𝑋𝑋 = 𝑍𝑍

𝑘𝑘
. 1−𝑍𝑍

𝑘𝑘

1−𝑍𝑍
= 𝑒𝑒𝑡𝑡 1−𝑒𝑒𝑘𝑘𝑘𝑘

𝑘𝑘 1−𝑒𝑒𝑡𝑡
=𝑒𝑒

𝑡𝑡 𝑒𝑒𝑘𝑘𝑘𝑘−1
𝑘𝑘 𝑒𝑒𝑡𝑡−1

; t>0 

By the same way, we can get the characteristic function as follows: 

𝜑𝜑 𝑋𝑋(𝑡𝑡) = 𝑒𝑒𝑖𝑖𝑡𝑡 𝑒𝑒𝑘𝑘𝑖𝑖𝑡𝑡−1
𝑘𝑘 𝑒𝑒𝑖𝑖𝑡𝑡−1 ; 

Geometric 
series  



Uniform distribution 
Distribution  function: The distribution function of a discrete uniform random 
variable X is:  

 𝐹𝐹 𝑋𝑋 = 𝑃𝑃 𝑋𝑋 ≤ 𝑥𝑥 = ∑ 𝑓𝑓(𝑢𝑢)𝑥𝑥
𝑢𝑢=1 = ∑ 1

𝑘𝑘
𝑥𝑥
𝑢𝑢=1 = 𝑥𝑥

𝑘𝑘
     ;   𝑥𝑥 = 1,2, … , 𝑘𝑘     

 

Example1: Let X~DU(8). Find pmf, CDF, E(X), Var(X) and P(X ≤4). 

Sol.: f(x)= 1
8

 , F x = 𝑥𝑥
8

,𝐸𝐸 𝑋𝑋 = 4.5,𝑉𝑉𝑉𝑉𝑉𝑉 𝑋𝑋 = 63
12

 

 P X ≤ 4 = 𝐹𝐹 4 = 0.5. (Try to find P X ≥ 3 ?). 
Example2: Let X~DU(k).Find the mean and the variance of Y=a+bX where a 
and be are two real constants. 
Sol.: It will be direct by using the properties of discrete uniform distribution.    



5-Hypergeometric Distribution 

Consider a collection of n objects which can be classified into two 
classes, say class 1 and class 2. Suppose that there are 𝑛𝑛1 objects in class 
1 and 𝑛𝑛2 objects in class 2. A collection of r objects is selected from these 
n objects at random and without replacement. We are interested in finding 
out the probability that exactly x of these r objects are from class 1. If x 
of these r objects are from class 1, then the remaining r − x objects must 
be from class 2. We can select x objects from class 1 in any one of 
𝑛𝑛1
𝑥𝑥 ways. Similarly, the remaining r − x objects can be selected in 
𝑛𝑛2
𝑟𝑟−𝑥𝑥  ways. Thus, the number of ways one can select a subset of r objects 

from a set of n objects, such that x number of objects will be from class 1 
and r − x number of objects will be from class 2, is given by 𝑛𝑛1

𝑥𝑥  
𝑛𝑛2
𝑟𝑟−𝑥𝑥  Hence, 



Hypergeometric Distribution 

Definition : A random variable X is said to have a hypergeometric distribution if 
its probability mass function is of the form: 
 
 
 
We shall denote such a random variable by 
 writing 
Example :Suppose there are 3 defective items in a 
 lot of 50 items. A sample of size 10 is taken at 
 random and without replacement.  Let X denote the 
 number of defective items in the sample. What is the 
 probability that the sample contains at most one 
 defective item? 



Hypergeometric Distribution 

 
 
 
 
 
Theorem 

 



Hypergeometric Distribution 

 
 
 
 
 
 

 

The last equality is obtained since                                            where ∑ 𝑎𝑎
𝑖𝑖

𝑏𝑏
𝑛𝑛−𝑖𝑖 = 𝑎𝑎+𝑏𝑏

𝑛𝑛
𝑛𝑛
𝑖𝑖=0    



Similarly, we find the second factorial moment of X to be 

   Therefore, the variance of X is 

Distribution Function:The distribution function of a discrete hypergeometric 
random variable X is:  

𝐹𝐹 𝑋𝑋 = 𝑃𝑃 𝑋𝑋 ≤ 𝑥𝑥 = ∑
𝑛𝑛1
𝑥𝑥

𝑛𝑛2
𝑟𝑟−𝑥𝑥

𝑛𝑛1+𝑛𝑛2
𝑟𝑟

𝑥𝑥
𝑘𝑘=𝑐𝑐 , where c=max(0,r-𝑛𝑛1 + 𝑛𝑛2) 

  



Moment generating function : 
The m g. f. of a discrete hypergeometric random variable X is:  

𝑀𝑀𝑋𝑋 𝑡𝑡 =
𝑛𝑛1 − 𝑟𝑟 ! 𝑛𝑛1 − 𝑛𝑛2 !

𝑛𝑛1
.𝐻𝐻 −𝑟𝑟;−𝑛𝑛2;𝑛𝑛1 − 𝑛𝑛2 + 1; 𝑒𝑒𝑡𝑡  

where 𝐻𝐻 −𝑟𝑟;−𝑛𝑛2;𝑛𝑛1 − 𝑛𝑛2 + 1; 𝑒𝑒𝑡𝑡 =∑ −𝑟𝑟 𝑗𝑗 −𝑛𝑛2 𝑗𝑗 𝑒𝑒𝑡𝑡
𝑗𝑗

(𝑛𝑛1−𝑛𝑛2−𝑟𝑟+1) 𝑗𝑗 𝑗𝑗!
∞
𝑗𝑗=0  and in general , 

for any number a , then : 
𝑎𝑎 𝑗𝑗 = 𝑎𝑎 𝑎𝑎 + 1 𝑎𝑎 + 2 … 𝑎𝑎 + 𝑗𝑗 − 1 . 

 
 
Note: Let X1, X2 are r.v’s distributed as Ber(p). If X2 is not independent of 
X1, and we should not expect X to have a binomial distribution. (why?) 



 
 

See you next Lecture 
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Geometric distribution 
• If X represents the total number of successes in n independent Bernoulli trials, 

then the random variable X~BIN(n,p), where p is the probability of success of a 
single Bernoulli trial and the probability mass function of X is given by: 
 
 

Now, Let X denote the trial number on which the first success occurs. Hence the 
probability that the first success occurs on x th trial is given by: 



Geometric distribution 
Definition: A random variable X has a geometric distribution if its probability 
mas function is given by : 
 
where p denotes the probability of success in a single Bernoulli trial. If X has a 
geometric distribution we denote it as X ∼ GEO(p). 
 
Example: The probability that a machine produces 
 a defective item is 0.02. Each item is checked as it is  
produced. Assuming that these are independent trials,  
what is the probability that at least 100 items must be 
checked to find one that is defective? 

Check that 



Geometric distribution 
Answer: Let X denote the trial number on which the first defective item is 
observed. We want to find : 
 
 
 
 
 
 
 
Hence the probability that at least 100 items must be checked to find one 
that is defective is 0.1353. 
 



Geometric distribution 
Theorem: If X is a geometric random variable with parameter p, then the 
mean, variance and moment generating functions are respectively given by: 
                    ,                      ,                                                                    
 
Proof: First, we compute the moment generating function of X and then we 
generate all the mean and variance of X from it. 
                                                                           

Differentiating M(t) with respect to t, we 
obtain 

Hence 



Geometric distribution 
Similarly, the second derivative of M(t) can be obtained from the first derivative as: 
 
 
Therefore, the variance of X is: 
 
 
Theorem. The cumulative distribution function of a geometric random variable X is: 

𝐹𝐹 𝑋𝑋 = 𝑃𝑃 𝑋𝑋 ≤ 𝑥𝑥 = 1 − 1 − 𝑝𝑝 𝑥𝑥 
Proof: 𝑃𝑃 𝑋𝑋 ≤ 𝑘𝑘 = 1 − 𝑃𝑃 𝑋𝑋 > 𝑘𝑘  
But 𝑃𝑃 𝑋𝑋 > 𝑘𝑘 = 𝑃𝑃 𝑋𝑋 ≥ 𝑘𝑘 + 1 = ∑ 1 − 𝑝𝑝 𝑥𝑥−1𝑝𝑝∞

𝑥𝑥=𝑘𝑘+1  
= 𝑝𝑝 1 − 𝑝𝑝 𝑘𝑘 1 + 1 − 𝑝𝑝 + 1 − 𝑝𝑝 2 + ⋯  

= 𝑝𝑝 1 − 𝑝𝑝 𝑘𝑘 1
1−(1−𝑝𝑝)

= 1 − 𝑝𝑝 𝑘𝑘              𝑃𝑃 𝑋𝑋 ≤ 𝑘𝑘 = 1 − 1 − 𝑝𝑝 𝑘𝑘 

 

Hence, 



Geometric distribution 
Theorem: The characteristic function of a geometric random variable X is: 

𝜑𝜑 𝑡𝑡 =
𝑝𝑝𝑒𝑒𝑖𝑖𝑖𝑖

1 − (1 − 𝑝𝑝)𝑒𝑒𝑖𝑖𝑖𝑖
 

Proof: Similar to the proof of m.g.f. 
 
Example: If the probability of engine malfunction during any one-hour period is  
p =.02 and Y denotes the number of one-hour intervals until the first malfunction, 
find the mean and standard deviation of Y . 
Solution :Y has a geometric distribution with p =.02. Then:  
                                               and the standard deviation of Y is  
 
 



Exercises  
1- 
 
 
 
 
2- Suppose that 30% of the applicants for a certain industrial job possess 
advanced training in computer programming. Applicants are interviewed 
sequentially and are selected at random from the pool. Find the probability that 
the first applicant with advanced training in programming is found on the fifth 
interview. 
3- Suppose that X has the geometric distribution with parameter p. Show that 
for every nonnegative integer k,   



 
 
 

SEE YOU IN THE NEXT 
LECTURE 
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Uniform distribution 
Definition: A random variable X is said to be uniform on the interval [l,u], if its 
probability density function is of the form : 

𝑓𝑓 𝑥𝑥 =
1

𝑢𝑢 − 𝑙𝑙
    ,           𝑙𝑙 ≤ 𝑥𝑥 ≤ 𝑢𝑢 

where a and b are constants. We denote a random variable X with the 
uniform distribution on the interval [l, u] as X ∼ UNIF(l, u). 
 
Theorem: If X is uniform on the interval [l, u] then the mean, variance 
and moment generating function of X are given by: 

𝐸𝐸 𝑋𝑋 =
𝑢𝑢 + 𝑙𝑙

2
,  𝑉𝑉𝑉𝑉𝑉𝑉 𝑋𝑋 =

𝑢𝑢 − 𝑙𝑙 2

12
,𝑀𝑀 𝑡𝑡 =

1
𝑢𝑢 − 𝑙𝑙

exp 𝑡𝑡𝑡𝑡 − exp (𝑡𝑡𝑡𝑡)  

Proof: 
                                                                            
 
                                                  



Uniform distribution 
Now, we want to find the variance of X: 
 
 
 
                                                                    Using the definition of m.g.f.: 
Also, 
                                              ,  then  
 
 



Uniform distribution 
Theorem: The characteristic function of a uniform random variable X is : 
 
 
 
Proof: Using the definition of characteristic function: 



Uniform distribution 
Theorem: The Distribution function of a uniform random variable X is : 
 
 
Proof: If x < l, then                                    because X can not take on values smaller 
than l. 𝑖𝑖𝑖𝑖 𝑙𝑙 ≤ 𝑥𝑥 ≤ 𝑢𝑢, then:                               
                                                            If x > u, then 
                                                          because X can not take on values greater than u. 
                                                             
 
 
 
 
 
 
 
 
 
 
 
 
 



Uniform distribution 
1-  Suppose Y ∼ UNIF(0, 1) and Y =1

4
𝑋𝑋2. What is the probability density function 

of X? 
Sol: We shall find the probability density function of X through the cumulative 
distribution function of Y . The cumulative distribution function of X is given by: 
 
 
 
 
Thus,                                Hence the probability density function of X is given by: 
 



Uniform distribution 
2- If X has a uniform distribution on the interval from 0 to 10, then what is 
 
 
Sol:  Since X ∼ UNIF(0, 10), the probability density function of X is 
Hence,  
 
 
 
 
3- A box to be constructed so that its height is 10 inches and its base is X inches by X inches. 
If X has a uniform distribution over the interval (2, 8), then what is the expected volume of the 
box in cubic inches? 
Sol: Since X ∼ UNIF(2, 8),                                                   The volume V of the box is: 
Hence,  
 
 
 
 
 
 



Gamma distribution 
The gamma distribution involves the notion of gamma function. First, we develop 
the notion of gamma function and study some of its well known properties. The 
gamma function, Γ(z), is a generalization of the notion of factorial. The gamma 
function is defined as: 
 
 
where z is positive real number (that is, z > 0). 
Lemma 1: Γ(1) = 1. 
Proof: 
 
Lemma 2: The gamma function Γ(z) satisfies the functional equation  
                    Γ(z) = (z − 1) Γ(z − 1) for all real number z > 1.  
Proof: Let z be a real number such that z > 1, and consider 



Gamma distribution 
Lemma 3: Γ 1

2
= 𝜋𝜋. 

Proof: We want to show that                                is equal to 𝜋𝜋. We substitute 
 y = 𝑥𝑥  , hence the above integral becomes 
 
 
 
Hence,                                        and also 
 
Multiplying the above two expressions, we get 
Now we change the integral into polar form by the transformation: 
u =𝑟𝑟 cos (𝜃𝜃) and v = 𝑟𝑟 sin (𝜃𝜃) , The Jacobian of the transformation is 
 
 
 
Hence, 



Gamma distribution 
Lemma 3: Γ 1

2
= 𝜋𝜋. 

Proof: 
 
 

Therefore, we get  Γ 1
2

= 𝜋𝜋. 

Lemma 4 :  Γ − 1
2

= −2 𝜋𝜋 

Proof: By Lemma 1 , we get: Γ (z) = (z − 1) Γ (z − 1). Letting z = 1
2
, we get  

                                          , which is  

Example:  Evaluate Γ 5
2

            Example:  Evaluate Γ − 7
2

 

Answer:                                       Answer:  
                                                         
                                                     Hence, 
 
 
 
 

Note: If n is a natural number, 
then  Γ(n + 1) = n!. 
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5-Hypergeometric Distribution 

Consider a collection of n objects which can be classified into two 
classes, say class 1 and class 2. Suppose that there are 𝑛𝑛1 objects in class 
1 and 𝑛𝑛2 objects in class 2. A collection of r objects is selected from these 
n objects at random and without replacement. We are interested in finding 
out the probability that exactly x of these r objects are from class 1. If x 
of these r objects are from class 1, then the remaining r − x objects must 
be from class 2. We can select x objects from class 1 in any one of 
𝑛𝑛1
𝑥𝑥 ways. Similarly, the remaining r − x objects can be selected in 
𝑛𝑛2
𝑟𝑟−𝑥𝑥  ways. Thus, the number of ways one can select a subset of r objects 

from a set of n objects, such that x number of objects will be from class 1 
and r − x number of objects will be from class 2, is given by 𝑛𝑛1

𝑥𝑥  
𝑛𝑛2
𝑟𝑟−𝑥𝑥  Hence, 



Hypergeometric Distribution 

Definition : A random variable X is said to have a hypergeometric distribution if 
its probability mass function is of the form: 
 
 
 
We shall denote such a random variable by 
 writing 
Example :Suppose there are 3 defective items in a 
 lot of 50 items. A sample of size 10 is taken at 
 random and without replacement.  Let X denote the 
 number of defective items in the sample. What is the 
 probability that the sample contains at most one 
 defective item? 



Hypergeometric Distribution 

 
 
 
 
 
Theorem 

 



Hypergeometric Distribution 

 
 
 
 
 
 

 

The last equality is obtained since                                            where ∑ 𝑎𝑎
𝑖𝑖

𝑏𝑏
𝑛𝑛−𝑖𝑖 = 𝑎𝑎+𝑏𝑏

𝑛𝑛
𝑛𝑛
𝑖𝑖=0    



Similarly, we find the second factorial moment of X to be 

   Therefore, the variance of X is 

Distribution Function:The distribution function of a discrete hypergeometric 
random variable X is:  

𝐹𝐹 𝑋𝑋 = 𝑃𝑃 𝑋𝑋 ≤ 𝑥𝑥 = ∑
𝑛𝑛1
𝑥𝑥

𝑛𝑛2
𝑟𝑟−𝑥𝑥

𝑛𝑛1+𝑛𝑛2
𝑟𝑟

𝑥𝑥
𝑘𝑘=𝑐𝑐 , where c=max(0,r-𝑛𝑛1 + 𝑛𝑛2) 

  



Moment generating function : 
The m g. f. of a discrete hypergeometric random variable X is:  

𝑀𝑀𝑋𝑋 𝑡𝑡 =
𝑛𝑛1 − 𝑟𝑟 ! 𝑛𝑛1 − 𝑛𝑛2 !

𝑛𝑛1
.𝐻𝐻 −𝑟𝑟;−𝑛𝑛2;𝑛𝑛1 − 𝑛𝑛2 + 1; 𝑒𝑒𝑡𝑡  

where 𝐻𝐻 −𝑟𝑟;−𝑛𝑛2;𝑛𝑛1 − 𝑛𝑛2 + 1; 𝑒𝑒𝑡𝑡 =∑ −𝑟𝑟 𝑗𝑗 −𝑛𝑛2 𝑗𝑗 𝑒𝑒𝑡𝑡
𝑗𝑗

(𝑛𝑛1−𝑛𝑛2−𝑟𝑟+1) 𝑗𝑗 𝑗𝑗!
∞
𝑗𝑗=0  and in general , 

for any number a , then : 
𝑎𝑎 𝑗𝑗 = 𝑎𝑎 𝑎𝑎 + 1 𝑎𝑎 + 2 … 𝑎𝑎 + 𝑗𝑗 − 1 . 

 
 
Note: Let X1, X2 are r.v’s distributed as Ber(p). If X2 is not independent of 
X1, and we should not expect X to have a binomial distribution. (why?) 



Hypergeometric Distribution 
Example : A random sample of 5 students is drawn without replacement from 
among 300 seniors, and each of these 5 seniors is asked if she/he has tried a 
certain drug. Suppose 50% of the seniors actually have tried the drug. What is 
the probability that two of the students interviewed have tried the drug? 
 
Answer: Let X denote the number of students interviewed who have tried 
the drug. Hence the probability that two of the students interviewed have 
tried the drug is 
 



Hypergeometric Distribution 
Example: A box contains 20 balls , 12 is red and others are black , if we select 8 
ball  a r.s. form this box, what is the probability of: 
1- to get 3 red balls from this sample 
2- At least two red balls have been got. 
 
Sol: let X be the number of red balls selected from the sample. 
So, X~HYP(20,12,8). And that means, 

𝑝𝑝 𝑥𝑥 =
12
𝑥𝑥

8
8−𝑥𝑥

20
8

 ,            0 ≤ 𝑥𝑥 ≤ 8  

  So, 

1 −  𝑝𝑝 3 =
12
3

8
5

20
8

 = 0.098801 

2- 𝑃𝑃 𝑋𝑋 ≥ 2 = 1 − 𝑃𝑃 𝑋𝑋 < 2 = 1 − 𝑃𝑃 𝑋𝑋 ≤ 1 = 1 − [𝑃𝑃 𝑋𝑋 = 0 + 𝑃𝑃(𝑋𝑋 = 1)] 

                     =1- [ 
12
0

8
8

20
8

 +
12
1

8
7

20
8

]=1-0.0008=0.9992 
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Gamma distribution 
Let us take two parameters   𝛼𝛼> 0 and  𝛽𝛽> 0. Gamma  function Γ 𝛼𝛼  is defined by: 
                                      ………(*) 

                                          Let 𝑦𝑦= 𝛽𝛽𝑥𝑥               𝑥𝑥= 𝑦𝑦
𝛽𝛽

   and then 𝑑𝑑𝑑𝑑 = 1
𝛽𝛽
𝑑𝑑𝑑𝑑.  Then, 

If we divide both sides of (*) by Γ 𝛼𝛼  we get : 
 

                               1 = ∫ 1
Γ 𝛼𝛼

𝑥𝑥𝛼𝛼−1𝑒𝑒−𝑥𝑥𝑑𝑑𝑑𝑑 = ∫ 1
Γ 𝛼𝛼 𝛽𝛽𝛼𝛼

𝑦𝑦𝛼𝛼−1𝑒𝑒−
𝑦𝑦
𝛽𝛽𝑑𝑑𝑑𝑑∞

0
∞
0    …. .(**) 

 
Then the integration in (**) will be a probability density function since it is 
nonnegative and it integrates to one.  
 
Therefore, we get the following definition:  



Gamma distribution 
Definition : A continuous random variable X is said to have a gamma distribution if 
its probability density function is given by: 
 
 
 
where α > 0 and θ > 0. We denote a random variable with gamma distribution as  
X ∼ GAM(θ, α). The following diagram shows the graph of the gamma density for 
various values of values of the parameters θ and α. 
 



Gamma distribution 
Theorem: If X ∼ GAM(θ, α), then,  E(X) = θ α   , Var(X) = 𝜃𝜃2 α   and  
 
 
Proof: First, we derive the moment generating function of X and then we compute 
the mean and variance of it. The moment generating function: 
 

x= 𝜃𝜃 𝑦𝑦
1−𝜃𝜃𝜃𝜃

,   𝑑𝑑𝑑𝑑 = 𝜃𝜃 
1−𝜃𝜃𝜃𝜃

 d 𝑦𝑦 



Gamma distribution 
The first derivative of the moment generating function is: 
 
 
 
 
Hence from above, we find the expected value of X to be 
Similarly, 
 
 
 
Thus, the variance of X is 
 



Gamma distribution 
Theorem: The characteristic function of a Gamma random variable X is: 

𝜑𝜑 𝑡𝑡 = 1
1−𝜃𝜃𝜃𝜃𝜃𝜃 𝛼𝛼. 

Proof: By the same  procedure for m.g.f. 
 
Distribution function: The distribution function of a Gamma random variable is: 
 

𝐹𝐹 𝑋𝑋 = 𝑃𝑃 𝑋𝑋 ≤ 𝑥𝑥 = Γ𝑥𝑥(𝛼𝛼)
Γ(𝛼𝛼)

,  where Γ𝑥𝑥(𝛼𝛼) is incomplete gamma function and it 
has the formula: 

 Γ𝑥𝑥 𝛼𝛼 = ∫ 𝑦𝑦𝛼𝛼−1𝑒𝑒−𝑦𝑦𝑑𝑑𝑑𝑑𝑥𝑥
0   

Remark: Two special cases of gamma-distributed random variables merit 
particular consideration.( two special distributions) 



Exponential Distribution 
Definition: A continuous random variable is said to be an exponential random 
variable with parameter θ if its probability density function is of the form: 
 
                                          , where θ > 0. If a random variable X has an exponential  
density function with parameter θ, then we denote it by writing X ∼ EXP(θ). 
 
Note: An exponential distribution is a special case of the gamma distribution. If the 
parameter α = 1, then the gamma distribution reduces to the exponential distribution. 
Hence most of the information about an exponential distribution can be obtained 
from the gamma distribution. 
Example: Let X have the density function : 
 
 where α > 0 and θ > 0. If α = 4, what is the mean of  
 



Exponential Distribution 

Answer:  



 Chi-square Distribution 
Definition: A continuous random variable X is said to have a chi-square distribution 
with r degrees of freedom if its probability density function is of the form: 
 
 
 
where r > 0. If X has a  chi-square distribution, then we denote it by writing  
Note: The gamma distribution reduces to the  
chi-square distribution if             and θ = 2.  
Thus, the chi-square distribution is a special  
case of the gamma distribution. Hence most  
of the information about an chi-square  
distribution can be obtained from the gamma  
distribution. 
 



Example: If X ∼ GAM(1, 1), then what is the probability density function of 
the random variable 2X?  
Answer: We will use the moment generating method to find the distribution of 
2X. The moment generating function of a gamma random variable is given by 
 
 
Since X ∼ GAM(1, 1), the moment generating function of X is given by : 
 
 
Hence, the moment generating function of 2X is :  
 
 
Hence, if X is an exponential with parameter 1, then 2X is chi-square with 
2 degrees of freedom. 

The m.g.f. of  



 
 
 

SEE YOU IN THE NEXT 
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1) On a five-question multiple-choice test there are five possible answers, of which one is correct. If a 
student guesses randomly and independently, what is the probability that she is correct only on two 
questions? 
 

Solution: Here the probability of success is 1
5
   and thus 1 − p = 4

5
 . There are 5

2  different ways she can 
be correct on two questions. Therefore, the probability that she is correct on two questions is: 
 
 
 
 
2) What is the probability of rolling two sixes and three nonsixes in 5 independent casts of a fair die? 
 
Solution : Let the random variable X denote the number of sixes in 5 independent casts of a fair die. Then 
X is a binomial random variable with probability of success p and n = 5. The probability of getting a six is 
1
6
 . Hence:  

 
 



3) What is the probability of rolling at most two sixes in 5 independent casts of a fair die? 
 
Answer: Let the random variable X denote number of sixes in 5 independent casts of a fair die. Then X is 
a binomial random variable with probability of success p and n = 5. The probability of getting a six is 1

6
. 

Hence, the probability of rolling at most two sixes is : 
 
 
 
 
 
 
 
                                                                                 (from binomial table) 
   
 



4) Suppose that 2000 points are selected independently and at random from the unit squares    
                                                   Let X equal the number of points that fall in 
      How is X distributed? What are the mean, variance and standard deviation of X? 
 
Answer: If a point falls in A, then it is a success. If a point falls in the complement of A, then it is a 
failure. The probability of success is  
 
 
 
Since, the random variable represents the number of successes in 2000 independent trials, the random 
variable X is a binomial with parameters 𝑝𝑝 = 𝜋𝜋

4
 and n = 2000, that is X ∼ BIN(2000, 𝜋𝜋

4
 ). 

Therefore,  
 
and 
 
 The standard deviation of X is  





 5) Let the probability that the birth weight (in grams) of babies in America is less than 2547 grams be 0.1. 
If X equals the number of babies that weigh less than 2547 grams at birth among 20 of these babies 
selected at random, then what is  
 
Answer: If a baby weighs less than 2547, then it is a success; otherwise it is a failure. Thus X is a 
binomial random variable with probability of success p and n = 20. We are given that p = 0.1. Hence  
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Normal distribution 
Definition: A random variable X is said to have a normal distribution if its 
probability density function is given by: 
 
 
                                                               are arbitrary parameters. If X has a 
normal distribution with parameters 𝜇𝜇 and 𝜎𝜎2 , then we write X ∼N(𝜇𝜇, 𝜎𝜎2). 

Proof: we must check that f is nonnegative 
and it integrates to 1.The nonnegative part is trivial since the exponential 
function is always positive. Hence using 
 property of the gamma function, we show that 
 f integrates to 1 on IR. 
 



Normal distribution 
Proof: 
 

    x=𝜎𝜎 2𝑧𝑧 + 𝜇𝜇  
             dx= 𝜎𝜎

2𝑧𝑧
𝑑𝑑𝑑𝑑   

    Definition of Gamma function   

    From lecture 7  Lemma 3 



Normal distribution 
Theorem: If X ∼N(𝜇𝜇, 𝜎𝜎2), then                 ,                         and 
Proof: We prove this theorem by first computing the moment generating  function and 
finding out the mean and variance of X from it.    
 
 
 

=
1
2𝜋𝜋

� 𝑒𝑒𝑡𝑡 𝜎𝜎𝑧𝑧+𝜇𝜇
∞

−∞
𝑒𝑒−

1
2𝑧𝑧

2
 𝑑𝑑𝑑𝑑,      𝑧𝑧 =

𝑥𝑥 − 𝜇𝜇
𝜎𝜎  

                            = 𝑒𝑒𝑡𝑡𝜇𝜇

2𝜋𝜋 ∫ 𝑒𝑒−
1
2 𝑧𝑧2−2𝑡𝑡𝜎𝜎𝜎𝜎−𝑡𝑡2𝜎𝜎2+𝑡𝑡2𝜎𝜎2∞

−∞  𝑑𝑑𝑑𝑑,      

= 𝑒𝑒𝑡𝑡𝜇𝜇+
1
2𝑡𝑡

2𝜎𝜎2 �
1
2𝜋𝜋

𝑒𝑒−
1
2 𝑧𝑧2−𝑡𝑡𝜎𝜎

2∞

−∞
 𝑑𝑑𝑑𝑑 

     So, M(t)=1 
Z~N(t 𝜎𝜎,1) 



Normal distribution 
Proof: The first two derivatives of the m.g.f. of X is: 
 
𝑀𝑀′ 𝑡𝑡 =                                     , 𝑀𝑀′′ 𝑡𝑡 = 
Plugging t = 0 into each of these derivatives yields: 
𝐸𝐸 𝑋𝑋 = 𝑀𝑀′ 0 = 𝜇𝜇            and     𝑉𝑉𝑉𝑉𝑉𝑉 𝑋𝑋 = 𝑀𝑀′′ 0 − (𝑀𝑀′(0))2= 𝜎𝜎2 
 
Characteristic function: If X~ N(𝜇𝜇, 𝜎𝜎2), then  
 
 
Proof: Same as the proof of m.g.f 
 



Normal distribution 
Example: If X is any random variable with mean µ and variance 𝜎𝜎2 > 0, then 
what are the mean and variance of the random variable 𝑌𝑌 = 𝑋𝑋−𝜇𝜇

𝜎𝜎
? 

Answer: The mean of the random variable Y is : 
 
 
 
The variance of Y is given by: 
 
 
Hence, if we define a new random variable by taking a random variable and 
subtracting its mean from it and then dividing the resulting by its standard 
deviation, then this new random variable will have zero mean and unit variance. 
 



Normal distribution 
Definition:  A normal random variable is said to be standard normal, if its 
mean is zero and variance is one. We denote a standard normal random 
variable X by X ∼N(0,1). 
The probability density function of standard normal distribution is the 
following: 



 
 
 

SEE YOU IN THE NEXT 
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1- Suppose that on a given weekend the number of accidents at a certain 
intersection has the Poisson distribution with mean 0.7. What is the probability 
that there will be at least three accidents at the intersection during the weekend? 
 
Sol: Let X be the number of accidents at a certain intersection. Then 
X~POI(0.7). 
 Form the table of the Poisson distribution that given in lecture 3, we get: 
 𝑃𝑃 𝑋𝑋 ≥ 3 =1-P(X<3)=1-[P(X=0)+P(X=1)+P(X=2)]=1-0.9659=0.0341 
 
2- Let X~POI(𝜆𝜆). If P(X=1)=2P(X=2), find 𝜆𝜆? 

Sol: P(X=1)=2P(X=2)                  𝜆𝜆𝑒𝑒−𝜆𝜆 = 2𝜆𝜆2𝑒𝑒−𝜆𝜆

2!
                       𝜆𝜆 𝜆𝜆 − 1 = 0 

 
                                    𝜆𝜆=1     (𝜆𝜆=0 ignore ) 
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Normal distribution 
Example: If X is any random variable with mean µ and variance 𝜎𝜎2 > 0, then 
what are the mean and variance of the random variable 𝑌𝑌 = 𝑋𝑋−𝜇𝜇

𝜎𝜎
? 

Answer: The mean of the random variable Y is : 
 
 
 
The variance of Y is given by: 
 
 
Hence, if we define a new random variable by taking a random variable and 
subtracting its mean from it and then dividing the resulting by its standard 
deviation, then this new random variable will have zero mean and unit variance. 
 



Normal distribution 
Definition:  A normal random variable is said to be standard normal, if its mean is 
zero and variance is one. We denote a standard normal random variable X by  

X ∼N(0,1). 
The probability density function of standard normal distribution is the following: 
 
 
Distribution function: There is no simple formula for the distribution function 
of a standard normal random variable X because a closed-form expression for the 
integral                      does not exist; hence, its evaluation requires the use of 
numerical integration techniques. Probabilities and quantiles for random variables 
with normal distributions are easily found using any program like Matlab or R or…. 



Normal distribution 
Note :Some values of the distribution function of X are used very frequently and 
people usually learn them by heart: 
 
 
 
Note also that:                                       which is due to the symmetry around 0 of 
the standard normal density and is often used in calculations. 







Normal distribution 
Therefore, if we know how to compute the values of the distribution function of a 
standard normal distribution (by table), we also know how to compute the values 
of the distribution function of a normal distribution with mean 𝜇𝜇and variance 𝜎𝜎2. 
The following theorem is very important and allows us to find probabilities by 
using the standard normal table. 
Theorem: If X ∼ N(µ, 𝜎𝜎2 ), then the random variable                 , ~N(0,1)  
Proof : We will show that Z is standard normal by finding the probability density 
function of Z. We compute the probability density of Z by cumulative distribution 
function method. 
X =µ+𝜎𝜎 𝑍𝑍 , then  
                                                                                                           
 
 
Hence,  
 



Normal distribution 
Example: If X ∼ N(0, 1), what is the probability of the random variable X less 
than or equal to − 1.72?  

Answer: 
 
The following example illustrates how to use standard normal table to find 
probability for normal random variables.  
Example: If X ∼ N(3, 16), then what is  
Answer: 
 
                                                                                           (From table) 
  



Normal distribution 
 Example:  If X ∼ N(25, 36), then what is the value of the constant c such that  
 
Answer: 
 
 
 
Hence,  
 
and from this, using the normal table, we get                   or     
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1- 

 

 

 

 

 

Solution : a)                                               ( because Y ∼ GEO(p)) 

                           

   Let x=y-1                                              

 

  But            infinite sum of a geometric series , therefore, 



1- 

 

 

 

 

 

Solution : b)                                        ( because Y ∼ GEO(p)) 

 

Also, The event Y = 1 has the highest probability for all p, 0 < p < 1, because : 

                                           

P(Y=1)=p(1)= 1 − 𝑝 1−1 𝑝 = 𝑝.  

   



2- Suppose that 30% of the applicants for a certain industrial job possess 

advanced training in computer programming. Applicants are interviewed 

sequentially and are selected at random from the pool. Find the probability that 

the first applicant with advanced training in programming is found on the fifth 

interview. 

 Solution :  Let X be the Applicants are interviewed sequentially and are 

selected at random from the pool . So X ~ GEO( p=0.3) and then: 

P(X=5)=p(5)= 1 − 0.3 5−1 0.3 = 0.74 0.3 = 0.07203.    

 

 



 

 

3- Suppose that X has the geometric distribution with parameter p. Show that for 

every positive  integer a,   

 

 

 

Solution:  

 

                                                                   (because                  =𝑞𝑎𝑝 + 𝑞𝑎+1𝑝 + ⋯ )  
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Continuous  distributions 
    4- Student’s t-distribution 
 
  Definition 
 
 Expected value Variance 
 
 Moment generating function 
 
   
  Solved exercises 
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Student’s t-distribution 
Definition :A continuous random variable X is said to have a t-distribution with ν 
degrees of freedom if its probability density function is of the form: 
 
 
where ν > 0. If X has a t-distribution with ν degrees of freedom, then we denote it 
by writing X~t(v). The t-distribution was discovered by W.S. Gosset (1876-1936) 
of England who published his work under the pseudonym of student. Therefore, 
this distribution is known as Student’s t-distribution. 
Note: if ν → ∞ , then  
 
which is the probability density function of the standard normal distribution. 
 



Student’s t-distribution 
Theorem : If the random variable X has a t-distribution with ν degrees 
of freedom, then: 
                                                                      and  
 
where DNE means does not exist. 
Theorem: If Z ∼ N(0, 1) and                   and in addition, Z and U are independent, 
then the random variable W defined by : 
 
has a t-distribution with ν degrees of freedom. 
 
Note: A standard Student’�s t random variable X does not possess a moment 
generating function. 



Student’s t-distribution 
Example: If T ∼ t(10), then what is the probability that T is at least 2.228 ? 
Solution: 
 
 
 
Example: If T ∼ t(19), then what is the value of the constant c such that 
 
Solution:                                          (1-𝛼𝛼) compared to the table 
 
Hence: 
                                             
Thus, using the t-table, we get for 19 degrees of freedom c = 2.093. 

0.025 
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Gamma Function 
The gamma function, Γ(z), is a generalization of the notion of factorial. The gamma 
function is defined as: 
 
where z is positive real number (that is, z > 0). 
Lemma 1: Γ(1) = 1. 
 
Lemma 2: The gamma function Γ(z) satisfies the functional equation  
                    Γ(z) = (z − 1) Γ(z − 1) for all real number z > 1.  

Lemma 3: Γ 1
2

= 𝜋𝜋. 

Lemma 4 :  Γ − 1
2

= −2 𝜋𝜋 

Lemma 5 : If n is a natural number, then  Γ(n + 1) = n!. 

Lemma 6 : If n ≠ 0, then  Γ(n + 1) = n Γ(n)              Γ(n)= Γ(n + 1)
𝑛𝑛

 

 
 
 



Gamma Function 
 
Example:  Evaluate Γ 5

2
 

Answer: By Lemma 6   
 Γ 5

2
= Γ(3

2 
+ 2

2
)= Γ 3

2 
+ 1 = 3

2
Γ 3

2
= 3

2
Γ 1

2
+ 1 = 3

2
 1
2
Γ 1

2
= 3

4
𝜋𝜋                                                    
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  Solved exercises for Normal distribution  
  
 
 
 
 
 
 
 

LECTURE  16_1# 



Solved exercises 
1- Let Z denote a normal random variable with mean 0 and standard deviation 1. 
 
 
 
Solution : a ) Since µ = 0 and σ = 1, then  , P ( Z > 2 ) = 1-P(Z≤ 2) = 1 − 0.9772 =. 
0228. 
b)                            2P(Z≤ 2)-1=0.9544 
c)                             P(Z≤ 1.73) -P(Z≤ 0)= 0.9582-0.5=0.5482 
2- If Z is a standard normal random variable, find the value 𝑧𝑧0such that: 

 
 
 

By SND table 



Solved exercises 
Solution : a) P ( Z > 𝑧𝑧0 ) = 1-P(Z≤ 𝑧𝑧0) = 0.5                 P(Z≤ 𝑧𝑧0) = 0.5          𝑧𝑧0 = 0 

 
 
 



Solved exercises 
Solution : b) P(Z< 𝑧𝑧0) = 0.8643                  𝑧𝑧0=1.10 (by table) 
c) P (− 𝑧𝑧0 < Z < 𝑧𝑧0 ) = . 90             2 P(Z< 𝑧𝑧0) − 1 = 0.90          P(Z< 𝑧𝑧0) = 0.95 
Thus, 𝑧𝑧0=1.645 
 
3) company that manufactures and bottles apple juice uses a machine that 
automatically fills 16-ounce bottles. There is some variation, however, in the 
amounts of liquid dispensed into the bottles that are filled. The amount dispensed 
has been observed to be approximately normally distributed with mean 16 ounces 
and standard deviation 1 ounce. Use Table of SND, to determine the proportion of 
bottles that will have more than 17 ounces dispensed into them. 
 
Solution:  
 Note that the value 17 is (17 – 16)/1 = 1 standard deviation above the mean.    
So, P(Z > 1) = .1587. 
                                             Transform the value 17 to SND 
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 Outline :- 
 Functions of Random Variables and Their Distribution 

  
1)Distribution Function Method 

 
    2) Moment Method for Sums of Random  
         Variables 
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Functions of Random Variables and Their Distribution 

In many statistical applications, given the probability distribution of  a univariate random variable 

X, one would like to know the probability distribution of another univariate random variable Y = 

φ(X), where φ is some known function. For example, if we know the probability distribution of 

the random variable X, we would like know the distribution of Y = ln(X). 
For univariate random variable X, some commonly used transformed random 
variable Y of X are: 
 
Similarly for a bivariate random variable (X, Y ), some of the most common transformations of X 
and Y are X + Y , XY ,         min { X, Y } , max { X, Y } or     

 

 In these lectures, we examine various methods for finding the distribution of a transformed 
univariate or bivariate random variable, when transformation and distribution of the variable are 
known. First, we treat the univariate case. Then we treat the bivariate case. We begin with an 
example for univariate discrete random variable. 

  



1)Distribution Function Method 
If Y has probability density function f ( y ) and if U is some function of  Y , then we can find  

                                      directly by integrating f ( y ) over the region for which 

 The probability density function for U is found by differentiating 

             The following example illustrates the method.  

Example: A box is to be constructed so that the height is 4 inches and its base is X inches by 
X inches. If X has a standard normal distribution, what is the distribution of the volume of 
the box? 

Answer: The volume of the box is a random variable, since X is a random variable. This 
random variable V is given by variable. This random variable V is given by V = 4X 2 . To 
find the density function of V , we first determine the form of the distribution function G(v) 
of V and then we differentiate G(v) to find the density function of V . The distribution 
function of V is given by 
  
 

 



1)Distribution Function Method 

(since the integrand is even). 

Hence, by the Fundamental Theorem of Calculus, we get 



1)Distribution Function Method 
Example : If the density function of X is 
 
what is the probability density  function of 
Answer: We first find the cumulative distribution function of Y and then by  
differentiation, we obtain the density of Y . The distribution function G(y) of Y is 
given by :  
 
 
Hence, the density function of Y is given by 
 
                                                 for 0 < y < 1. 



 2) Moment Generating Function Method 
We know that if X and Y are independent random variables, then  
 
This result can be used to find the distribution of the sum X + Y . Like the  
convolution method, this method can be used in finding the distribution of X + Y 
if X and Y are independent random variables. We briefly illustrate the method 
using the following example. 
Example:                                                                         What is the   probability 
density function of X + Y if X and Y are independent?  
Answer: Since ,                                                  we get                                 and 
 
Further, since X and Y are independent, we have  
 
 
                                              Hence the density function h(z) of Z = X+Y is given 
by 
  



 2) Moment Generating Function Method 
 Example: What is the probability density function of the sum of two independent 
random variable, each of which is gamma with parameters θ and α? 
Answer: Let X and Y be two independent gamma random variables with 
parameters θ and α, that is X ∼ GAM(θ, α) and Y ∼ GAM(θ, α). Therefore:  
                                                                                     Since, X and Y are  
independent, we have 
Thus X + Y has a moment generating function of a gamma random variable 
with parameters θ and 2α. Therefore 
Theorem (*) 
 
 
 
Proof: 



 2) Moment Generating Function Method 
 Example: 
 
 
 
 
Solution: Because 𝑌𝑌𝑖𝑖  is normally distributed with mean  𝜇𝜇𝑖𝑖and variance 𝜎𝜎𝑖𝑖2, 𝑌𝑌𝑖𝑖 has 
moment-generating function given by                                   . Therefore, 𝑎𝑎𝑖𝑖 𝑌𝑌𝑖𝑖  
has moment-generating function given by: 
 
Because the random variables 𝑌𝑌𝑖𝑖  are independent, the random variables 𝑎𝑎𝑖𝑖 𝑌𝑌𝑖𝑖  are 
independent, for i = 1 , 2 , . . . , n, and Theorem (*) implies that: 
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 Outline :- 
 Functions of Random Variables and Their Distribution 

  
- More applications 
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Functions of Random Variables and Their Distribution 
Example : Let each of the independent random variables X and Y have the 
density function: 
 
 
What is the joint density of U = X and V = 2X + 3Y and the domain on 
which this density is positive? 
Solution: Since U = X , V = 2X + 3Y, we get by solving for X and Y : 
 
                            , 
 
Hence, the Jacobian of the transformation is given by :         



Functions of Random Variables and Their Distribution 
The joint density function of U and V is: 
 
 
Since 0 < x < ∞, 0 < y < ∞ , we get 0 < u < ∞ ,0 < v < ∞ , 
Further, since v = 2u + 3y and 3y > 0, we have v > 2u. 
Hence, the domain of g(u, v) where nonzero is given by   0 < 2u < v < ∞ . 
The joint density g(u, v) of the random variables U and V is given by: 
 
 
 
Example: Let X and Y be independent random variables, each with density 
function 



Functions of Random Variables and Their Distribution 
Answer: Since U = X + 2Y, V = 2X + Y, we get by solving for X and Y: 
 
                                     , 
 
Hence, the Jacobian of the transformation is given by: 
 
 
The joint density function of U and V is:  
 
 
 
Hence, the joint density g(u, v) of the random variables U and V is given by 



Functions of Random Variables and Their Distribution 
Example: Let X and Y be independent random variables, each with density 
function: 
 
 
 
Answer: Since              ,               we get by solving for X and Y : X = UV, Y = V. 
Hence, the Jacobian of the transformation is given by:  
 
 
The joint density function of U and V is 
 
 
 
Hence, the joint density g(u, v) of the random variables U and V is given by 
                                                      where −∞ < u < ∞ and −∞ < v < ∞ . 
 
 



Functions of Random Variables and Their Distribution 
Next, we want to find the density of U. We can obtain this by finding the marginal 
of U from the joint density of U and V . Hence, the marginal 𝑔𝑔1(𝑢𝑢) of U is given 
by 
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