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Bernoulli distribution

Suppose you perform an experiment with two
possible outcomes: either success or failure.
Success happens with probability p, while failure
happens with probability 1-p. A random variable
that takes value 1 in case of success and O In case
of failure is called a Bernoulli random variable
(alternatively, 1t 1s said to have a Bernoulli
distribution).



Bernoulli distribution

Definition:

The random variable X is called the Bernoulli random
variable if its probability mass function is of the form

fl)=p"(1-p)'~*, z=0,1

Sample Space

where p is the probability
of success. X

X(F)=0 1= X(S)

We denote the Bernoulli random variable by writing X ~ BER(p).




Bernoulli distribution

Proof :

Non-negativity is obvious. We need to prove that
the sum of f(x) over its support equals 1. This is
proved as follows:

1
> F09 = £(0) + (D)
= =1—-p+p=1



Bernoulli distribution

Example :

What is the probability of getting a score of not less than 5 in a
throw of a six-sided die?

Answer: Although there are six possible scores {1, 2, 3, 4, 5, 6}, we are
grouping them into two sets, namely {1, 2, 3, 4} and {5, 6}. Any score in
{1, 2, 3, 4} is a failure and any score in {5, 6} is a success. Thus, this is a
Bernoulli trial with

4 2

P(X = 0) = P(failure) = 6 and  P{X = 1) = P(success) = G

Hence, the probability of getting a score of not less than 5 in a throw of a

six-sided die is %.



Bernoulli distribution

Theorem :

If X 1s a Bernoulli random variable with parameter p,
then the mean, variance and moment generating
functions are respectively given by:

HX =P
ox =p(1-p)
Mx(t)=(1—p)+pe’.



Bernoulli distribution

Proof:

Next, we find the moment generating
function of the Bernoulli random variable

The mean of the Bernoulli random variable is

1

PLX=Z$f($) M(t) = (t\)

o=l

1
_ e - Sy a-pt

=l

=(1—p)+ep.

o=l
= p.

Similarly, the variance of X is given by

0% =) (¢ —px)? f(z)

=0

=> (@-p’p"(1-p

x=[)

=p’(l-p)+p(1-p)°
=p(l-p)lp+(1-p)]
=p(l-p).



Bernoulli distribution

Characteristic function

Definition Let X be a random wvariable. The characteristic function

¢(t) of X is defined as

fﬁ(t) — E(EHX)
= FE (cos(tX) +isin(tX))
=F(cos(tX))+iE(sin(tX)).

The probability density function can be recovered from the characteristic

function by using the following formula

f@ =5z [ o

— 0



Bernoulli distribution

Characteristic function

The characteristic function of a Bernoulli random variable X is

wx (t) =1—p+ pexp(if)

Proof. Using the definition of characteristic function:

ex () = Elexp(itx)]
S explitz) px (z)

reflx
= exp(it-1}-px (1) +exp(it-0)-px (0}
exp(if) -p+1-(1—p)
= 1—p+ pexp(it)



Bernoulli distribution

Distribution function

The distribution function of a Bernoulli random variable X is

] if =<
Fy(r)=+4 1—p if0<Lzx<1
1 fr>1

Proof. Remember the definition of distribution function:
Fy(r)=P(X < 1)

and the fact that X can take either value 0 or value 1. If = < 0, then P (X < z) =
(), becanse X can not take values strictly smaller than 0. If 0 < = < 1, then
P{X < z) =1 — p, because 0 is the only value strictly smaller than 1 that X can
take. Finally, if £ > 1, then P{X < x) = 1, because all values X can take are
smaller than or equal to 1. =



Solved exercises

Let X be a Bernoulli random variable with parameter p = 1/2. Find its tenth
morment.

Solution

The moment generating function of X is
1 1

The tcnﬁl moment of X is equal to the tenth derivative of its moment generating
1

functior cvaluated at £ = O:
A0 AL ()
10
px (10) = B [X] = —Z75~=|
But
edAf 5 (¢ 1
T{) = gexp(?)
dZ M+ (E) 1
Taz . — zee®)
dYWONS (2 -1
—dtlz{ ] = Eexp (t}
so that:
A0 AL+ ()
i (10) = — e

MlHE



A

7/2\( Solved exercises

Let X and Y be two independent Bernoulli random variables with parameter p.
Derive the probability mass function of their sum: Z =X +Y?

Solution

The probability mass function of X is

7 ifx=1
px(z)=4 1l—p ifx=0
0 otherwise
The probability mass function of ¥ is
P ify=1
py(y)=¢ 1—-p ify=0
0 otherwise

The support of Z (the set of values 2 can take) is
Ry ={0,1,2}



A

Nﬂm formula for the probability mass function of a sum of two independent variables

Y a pz () = Z px (z—y)py (y) =——> Whatisthat?
yERy

{03

(1,2)

. p;(3)=-+PX=0Y=3)+PX=1Y=2)+--

, 21 = -+ P (0)B (3) + Pr (1P (2) + -
(3,0)
- > T

(Jln general r
pz(z)= ) PX=z—y,Y=y)

sum Independent

v
p2(@ = ) Pz R




)‘( When z = 0. the formula gives:

pz(0) = > px(-y)py(¥)

YEHy
= px (=0)py (0) +px (—1)py (1)
= (1-p)(1-p)+0-p=(1-p)’
When z = 1, the formula gives:

pz(1) = > px(1-y)py ()

YyERy
= px(1-0)py (0)+px (1-1)py (1)
= p-(1-p)+(1—-p)-p=2p(1—p)
When z = 2, the formula gives:

pz(2) = > px(2-y)py )

= px(2-0)py (0)+px (2—-1)py (1)
= 0-(1-p)+p-p=p°



N
Therefore, the probability mass function of 2 is

( I:I-jn'}lEr ifz=10

) 2p(1l=p) ifz=1
pz(2) = 1 2 if 2 =2

0 otherwise
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Binomial distribution

Consider an experiment having two possible outcomes: either
success or failure. Suppose the experiment is repeated several
times and the repetitions are independent of each other.

The total number of experiments where the outcome turns out to
be a success is a random variable whose distribution is called
binomial distribution.

The distribution has two parameters: the number n of repetitions
of the experiment, and the probability p of success of an individual
experiment.

Note A binomial distribution can be seen as a sum of mutually
independent Bernoulli random variables



Binomial distribution

Definition:
A random variable X has the binomial distribution with

parameters n and p if X has a discrete distribution for which the
p.f. is as follows:

p(xln, p) = l (%) pra=pr= forx=012...n0<p<l.

0 otherwise.

In this distribution, n must be a positive integer, and p
must lie in the interval

We will denote a binomial random variable with
parameters p and nas X ~ BIN(n, p).



Binomial distribution

Proof :

Non-negativity is obvious. We need to prove that the sum of f(x) over
its support equals 1. This is proved as follows:

Zp(x) -3 (2)rra-n = a-ar -

where we have used the formula for binomial expansions

(a+b)" = Z (ﬂ) ath™r
T

o=l



Binomial distribution

Example :

Find the probability of getting five heads and seven tails in 12 flips of a balanced
coin.

Solution
Substitutimgx =5, n =12, and ' = %- into the formula for the binomial distribution,

we get
1 12 1 5 1 12—5
f’(ﬂ*”*i)—(s)(i) (1-3)

and, looking up the value of (152) In binomial table, we find that the result is

12
— 792 (%) , or approximately 0.19.

Probabilities for various binomial distributions can be
obtained from the table given at the end of this book
and from many statistical software programs.




Binomial Coefficients

n n n
16 () G
0O 1
1] 1 1
21 1 2 1
31 1 3 3
41 1 4 6
51 1 5 10
6 1 6 15
71 1 7 21
3| 1 3 28
91 1 9 36
10 1 10 45
11 1 11 55
121 1 12 66
13| 1 13 78
4] 1 14 91
151 1 15 105
16| 1 16 120
171 1 17 136
18] 1 18 153
191 1 19 171
200 1 20 190

10
20
35
56
84

120
165
220
286
364

455
560
680
816
969

1140

1

5
15
35
70

126

210
330
495
715
1001

1365
1820
2380
3060
3876

4845

1

21
56
126

252
462
792
1287
2002

3003
4368
6188
8568
11628

15504

7
28
34

210
462
924
1716
3003

5005
8008
12376
18564
27132

38760

1
3
36

120
330
792
1716
3432

6435
11440
19448
31824
50388

77520

1
9

45
165
495

1287
3003

6435
12870
24310
43758
75582

125970

1

10
35
220
715
2002

5005
11440
24310
48620
92378

167960

1

11
66
286
1001

3003
3008
19448
43758
92378

184756




Binomial distribution

HW:

Find the probability that 7 of 10 persons will recover
from a tropical disease if we can assume independence
and the probability is 0.80 that any one of them wiill
recover from the disease.

Note:

looking up the value of (170) In binomial table



Binomial distribution

Theorem: The mean and the variance of the binomial

distribution are

p=nf and o’ =né(l—a) Here p =g

Proof

H
p=> x- (;’:) 651 — gy "
x=0

HI{I — H)H—I

= n!
- ; (x — D)!(n —x)!

where we omitted the term corresponding to x = 0, which is 0, and can-
celed the x against the first factor of x! = x(x — 1)! in the denominator of

M : :
(x)' Then, factoring out the factor n# in n! = n(n —1)! and one factor @,

we get



Binomial distribution

n H
p=nf-» (ﬁ - i) 11—y | ElX(x -1] = Zﬂx{.r - 1)
x=1 =

H X i
()ras

= n! . o
and, letting v = x — 1 and m = n — 1, this becomes = Z (x—2)l(n __1,}19 (1—86)
=2

x=2

n n—2
> (T_ i) B3 (1—a)"

m
i —y =n(n-18%.
= ne - G¥(1 =gy Y = no

since the last summation is the sum of all the values of a binomial distri-

bution with the parameters m and #, and hence equal to 1.

To find expressions for u} and o2, let us make use of the fact that
E(X?) = E[X(X —1)] + E(X) and first evaluate E[X (X — 1)]. Duplicat-

ing for all practical purposes the steps used before, we thus

g[ﬁt

A




Binomial distribution

and, letting y = x — 2 and m = n — 2, this becomes

E[X(X - 1)] = n(n—1)6°- Z (’;’) ¥ (1 — gy

y=0
= nin— 1]15'2
Therefore,
ph = E[X(X —1)]+ E(X) = n(n—1)6% +no
and, finally,
0% = ph—p?

— n(n— 18> +no —n’6?



Relation to the Bernoulli distribution

Proposition 1. A random variable has a binomial distribution
with parameters n and p, with n = 1, if and only if it has a Bernoulli
distribution with parameter p.

Proof: we demonstrate that the two distributions are equivalent by showing
that they have the same probability mass function.

The probability mass function of a binomial distribution with
parameters n and p, with n =1, is:

Dot (1=p)' ™ ifze 0,1
p(X)={[(}I)p( % if:,:ﬁgn,l% , but,

p(0)= (é)ﬁ” (1-p)' "= op-»)=1-p, and,

p(1) = (Dpl (1-p) " = ToiP =P



Relation to the Bernoulli distribution

Proof:

Therefore, the probability mass function can be written as

p

0

ifrxr=1

otherwise

f(x):{ l—p ifz=0 —>

which is the probability mass function
of a Bernoulli random variable.

Proposition 2 : A random variable has a binomial distribution with
parameters n and p if and only if it can be written as a sum of n jointly
independent Bernoulli random variables with parameter p.

Proof: We will prove that later:




Binomial distribution

Theorem :

The moment generating function of a binomial random variable X
is defined foranyt € Ras: My (t) = (1 —p+pexp (t))"

Proof:

The definition of m. g. f.

Y1; ...; Yn arejointly
independent

My (t) = E[exp(tX)]

X can be represented as a sum of n
independent Bernoulli r.v.

<—= Elexp(t(Y1+...+Y,))]
= Elexp(tY1)-... exp(t¥,)]

The definition of m. g. f. Y1,..Yn

= Elexp (tY1)] ... E[exp (t¥,)]

/ ﬂffyl (ﬁ) -t ﬂff}gi (t}

The formula for the moment
generating function of a Ber. r.v.

= (I—p+pep(t))-...-(1—p+pexp(t)
= (1—p+pexp(®)”

Since the m.g.f. Ber. .v. exists,so is the m.g.f. of a binomial random variable exists .



Binomial distribution

Characteristic function:
The characteristic function of a binomial random variable X is

px (t) = (1 —p+pexp (it))"
Proof: Similar to the previous proof
oy () = Elexp (itX))

= Elexp(@t (Y4 +...+ YY)l
= FEexp(itY7) ... exp (itY,)]

= Elexp(itY1)] - ... E[exp (itY,)]
= oy, ({)-...-py, (&)
(1 —p+pexp(it))-...- (1 —p+ pexp (it))

(1 —p+ pexp (it))"



Binomial distribution

Distribution function: The distribution function
of a binomial random variable X is

0 ifx <0
Fx(2)=1{ i (Mp'(1—-p)"™° 0<z<n
1 ifx>n

Proof. For z < 0, Fix () = 0, because X cannot be smaller than 0. For z > n,
Fx (z) =1, because X is always smaller than or equal to n. For 0 < z < n:

Fx(z) = P(X <2z

o
— ZP(X:.@)

s=()

Srxl) = > (2)pra-nr

s=() =)



A

)1\( Solved exercises

Suppose you independently flip a coin 4 times and the outcome of each toss
can be either head (with probability 1/2) or tails (also with probability 1=2).
What is the probability of obtaining exactly 2 tails?

Solution

Denote by X the number of times the outcome is tails (out of the 4 tosses). X
has a binomial distribution with parameters n =4 and p = 1/2. The probability

of obtaining exactly 2 tails can be computed from the probability mass function
of X as follows:

2 4 -3
T i—"2 4 1 1
2 = 21— — — 1 — —
_ 411 _4.3-2.11_ 6 _3
T 919144 2.1-2-116 16 8



A

W

Solved exercises

Suppose you independently throw a dart 10 times. Each time you throw a dart,
the probability of hitting the target is 3/4. What is the probability of hitting the
target less than 5 times (out of the 10 total times you throw a dart)?

Solution

Denote by X the number of times you hit the target. X has a binomial distribution
with parameters n = 10 and p = 3/4. The probability of hitting the target less
than 5 times can be computed from the distribution function of X as follows:

P(X <5) =

P(X <4) = Fy (4)

L L—8
( )p"“ (1-p)
=
g 10—=
1 X 1 )
() (2) ()" ~oan

>

s=()



A

)3\( Exercises

1) On a five-question multiple-choice test there are five possible
answers, of which one is correct. If a student guesses randomly
and independently, what is the probability that she is correct only
on two questions?

2) What is the probability of rolling two sixes and three nonsixes
in 5 independent casts of a fair die?

3) What is the probability of rolling at most two sixes in 5
independent casts of a fair die?

4) Suppose that 2000 points are selected independently and at
random from the unit squares S = {(z,y)|0 < z,y < 1}. Let X equal
the number of points that fall in 4={(z,%)|z°+v* <1}. How is X
distributed? What are the mean, variance and standard deviation
of X?




A

7}\( Exercises

4) Hinte : If a point falls in A, then it is a success. If a point falls in the complement
of A, then it is a failure. The probability of success is

area of A 1
7= = —T.
P area of S 4

Kegions S and A

1

0.8 5

0.&

0.4

0.2

t

1] e o4 oe 0.2 1

5) Let the probability that the birth weight (in grams) of babies in
America is less than 2547 grams be 0.1. If X equals the number of
babies that weigh less than 2547 grams at birth among 20 of these
babies selected at random, then what is P(X <3)?
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Poisson distribution

Definition : A random variable X is said to have a Poisson
distribution if its probability mass function is given by

P
!

flz) =

where 0 < A < oo is a parameter. We denote such a random variable by

X ~ POI()).

? I=ﬂ,1,2?"-,t‘ﬂ,

PDF of X~POI{2)
PDF of X~POI{20)

0.1z 0.3
£02)
0.3

> + o & el

The probability density function f is called the Poisson distribution
after Simeon D. Poisson (1781-1840).



Poisson distribution

Proof : -
It is easy to check f(z) > 0.\We show that » _f(z)
is equal to one =0

ik ik —A T

ZHE}=ZE j:l}t
x=() =)

= AT

= AZE



Poisson distribution

Theorem: The mean , the variance the m.qg.f. of Poisson

distribution are: E(X) =)
Proof: First, we find the moment generating function of X. Var(X) = A
= M(t) = D),




Thus,

and

Similarly,

Hence

Therefore

Poisson distribution

M'(¢) = Aet e e —1),
E(X)=M'(0) =
M"(t) = Aet D 4 (Aet)? D),

M"(0) = E(X?) = A2 + A

Var(X)=E(X) = (E(X))? =X +A=-2= A



Poisson distribution

Example : A random variable X has Poisson distribution with a mean of 3.
What is the probability that X is bounded by 1 and 3, that is,

P(1< X <3)?

Answer:
}LIE—A
fla)="7
Hence ,
3T e
flz) = o z=0,1,2, ..
Therefore
P1<X <3)=f(1)+ f(2)+ F(3)
9 27
a3 ,9Y 3 = _3
=3e +2€. -t 5 €

=12¢ 3.



Poisson distribution

Example : The number of tralc accidents per week in a small city
has a Poisson distribution with mean equal to 3. What is the
probability of exactly 2 accidents occur in 2 weeks?

Answer: The mean tralc accident is 3. Thus, the mean accidents in
two weeks are A=(3)(2) =6.

PDF of X~POI{(6)

0.2

}LI E—Jﬁ. 0.25

fla) =

we get 0 . Ty
ﬁE E—E .

f(2) T 18e~°.

Since

!

.05

.l-.-.=:|E




Poisson distribution

Characteristic function:
The characteristic function of Poisson random variable X is

px (t) = exp (A [exp (it) — 1])
px (t) = Elexp (itX)]
= ) exp(itz) px (z)

reERx

Proof:

= Y lexp (i) exp(=2) 1 X°
TERx

oxp ()3 e @)

o=
exp (—A) exp (X exp (it))
exp (A [exp (it) — 1])

where:

exp (A exp (it)) = i (Aexp (it))" s the usual Taylor series expansion of
z! the exponential function

=l



Poisson distribution

Distribution function: The distribution function of a Poisson
random variable X is
Fy (2) = { exp (=) LiZy X if 2> 0

0 otherwise

Where |z| is the largest integer not greater than x.

Fy(z) = P(X <2x)
Proof: x () =)

= ZP(X=S)

a=()

I I

m ey

s 1

[

— —
e

o

[a—
}-'

L=
= exp(- A)Z )\"

e—{}



A

7/1\( Solved exercises

Let X have a Poisson distribution with parameter A =1. What is
the probability that X >2 given that x <47

Solution P(ng/xg4)=Pgéi§f)-

4
P{25X54)=Z
=2

1 o 1

e !

AE e

!

Similarly

1 1
e — x!
_6
T 2e’

Therefore, we have

17
P(X>2/X <4)= .



A

)2\( Solved exercises

If the moment generating function of a random variable X is
M(t) = e+6('=1)  then what are the mean and variance of X? What
is the probability that X is between 3 and 6, thatis P(3 < X <6)?

Solution: Since the moment generating function of X is given by

fla'{(t) — E4.ﬁ|:e‘—1}
we conclude that X ~ POI(A) with A = 4.6. Thus, by
E(X) =46 =Var(X).

P(3 < X <6)=f(4) + £(5)
= F(5) — F(3)
= 0.686 — 0.326
= 0.36.



Table of Poisson Probabilities

Pr(X=k)=

e=hik
k!

-

1.0

oo =1 O Ln o L B - D

9048
0905
0045
0002
0000

0000
0000
0000
0000

8187
1637
0164
0011
0001

0000
0000
0000
0000

7408
2222
0333
0033
0003

0000
0000
0000
0000

6703
2681
0536
0072
0007

0001
0000
0000
0000

6065
3033
0758
0126
0016

0002
0000
0000
0000

5488
3293
0988
0198
0030

0004
0000
0000
0000

4966
3476
1217
0284
0050

0007
0001
0000
0000

4493
3595
1438
0383
0077

0012
0002
0000
0000

4066
3659
1647
0494
0111

0020
0003
0000
0000

3679
3679
1839
0613
0153

0031
0005
0001
0000



Table of Poisson Probabilities

-y &
e
PriX=5 = =
k A=1.5 2 32 4 5 G ri &8 O 10
] 2231 A353 0498 0183 067 0025 20009 0003 0001 20000
1 32347 2707 1494 O7F33 0337 .0149 0064 0027 0011 20005
2 2510 2707 2240 1465 0842 0446 0223 0107 0050 0023
3 1255 804 2240 1954 1404 0892 0521 0286 0150 0076
4 0471 0902 1680 1954 A755 1339 0912 0573 D337 0189
5 0141 0361 1008 1563 AT7S5 606 A2TFT 0916 0607 0378
6 0035 0120 0504 1042 1462 606 1490 A221 0911 0631
7 0008 0034 0216 0595 1044 AS3FTTF 1490 1396 A171 0901
et 0001 0009 A0O081 0298 A0as3 033 1304 1396 A318 A126
Q 0000 0002 0027 0132 D363 0688 1014 1241 A318 A251
10 0000 0000 20008 0053 0181 0413 0710 0993 1186 1251
11 0000 0000 20002 O0019 0082 0225 0452 0722 0970 A1537
12 0000 0000 0001 0006 0034 0113 0264 0451 D728 0948
13 0000 0000 0000 20002 0013 0032 0142 0296 0504 O7F20
14 0000 0000 0000 20001 0005 0022 0071 0169 D324 0521
15 0000 0000 20000 20000 0002 0009 0033 20090 0194 0347
16 0000 0000 20000 20000 0000 0003 0014 0045 0109 0217
17 0000 0000 0000 20000 D000 0001 0006 20021 AD0sE 0128
18 0000 0000 0000 20000 0000 0000 20002 20009 D029 0071
19 0000 0000 L0000 0000 0000 0000 0001 0004 0014 L0037
20 0000 0000 0000 20000 D000 0000 20000 20002 0006 0019
21 0000 0000 0000 20000 0000 0000 20000 20001 0003 20009
22 0000 0000 0000 20000 D000 0000 20000 20000 0001 20004
23 0000 0000 0000 20000 0000 0000 20000 20000 A0C00 0002
24 0000 0000 20000 20000 0000 0000 20000 20000 0000 0001
25 0000 0000 0000 20000 0000 0000 20000 20000 0000 20000




Exercises

1- Suppose that on a given weekend the number of accidents at a

certain intersection has the Poisson distribution with mean 0.7.
What is the probability that there will be at least three accidents
at the intersection during the weekend?

2- Let X ~ POI()\) ,if P(X=1)=2P(X=2), find A



LECTURE 4

Some examples for some
discrete distributions



Examplel

What is the probability of rolling at most two sixes in 5 independent casts of a fair
die?

Sol:

Let the random variable X denote number of sixes in 5 independent casts of a fair
die. Then X is a binomial random variable with probability of success p and n =5.

The probability of getting a six is p=%. Hence, the probability of rolling at most two
sixes is:

PDF of X~EIN(5, 1/6)

FO)+ f(1) + f(2)

OO-00E-00 |1




Example2

Let X1, X2, X3 be three independent Bernoulli random variables with the same
probability of success p. What is the probability density function of the random
variable X=X 1+ X2+ X 3 ? What is the mean and the variance of X?

Sol:

The sample space of the three independent Bernoulli trials is

S = { FFF, FFS, FSF, SFF, FSS, SFS, SSF, SSS } .

The random variable X=X 1 + X 2 + X 3 represents the number of successes
in each element of S. The following diagram illustrates this.

Sum of three Bernoulli Trials

FFF
FFS
FSF
S
Fss
8F5
S5F
8588




Example2

Let p be the probability of success. Then

f(0) = P(X =0)= P(FFF)=(1-p)®
f(l)=P(X=1)=P(FFS)+ P(FS5F}+ P(SFF)=3p(l —-p}
J(2)=P(X =2)=P(FS8)+ P(SF5)+ P(55F) = 3 p° (1—p)
£(3) = P(X =3) = P(§85) =p*.
Hence .
flx)= (i)pT (1—p)37, x=10,1,2 3.

Thus, X~BIN(3,p). In general, if X;~BER(p), then ;I ; X; ~BIN(n, p) and hence

E(iﬁ';)=ﬂ.p ’ (ZX)—??;J 1—p).
i=1



Example3

If X“BER(p), What is the p.m.f. of Y=1-X?
Sol:

Since X~BER(p), then P(x)=p*(1 — p)1™* . Now, if x=0, then y=1 and if x=1, then
y=0. Also, Y=1-X.

Therefore, P(y=1-x)=p V(1 —p)Y=q¢”(1 — ¢)*7¥,y=0,1

That is mean: Y=1-X ~“BER(q).



Example4d

Let X be the number of heads ( successes) inn= 7 independent
tosses of an unbiased coin. The pmf of X is:

p(z) = { r:J::I B (-9 e=012...,7

alsewhere,

Then X has the mgf
M) = (3 + 37,

has mean p =np= %., and has variance o2 = np(l —p) = % Furthermore, we have

8
POSX<n= EP{”’]'% ~ 128

P(X =5)=p(8) = o (g)ﬁ(%):% .

and



Example5

The mgf of a random variable X is (% + ie*)?. Show that

Plp—20<X <p+do)= ZE: (‘i) (%)I (g)ﬂ—r.

=1

Sol:

Sincen =% and p=1/3, pt = 3 and ¢® = 2. Hence, u— 2¢ = 3 — 2+/2 and
A+ 2o =3+2yTand Plu—20 <X <pu+20)=P(X =125



Example6

()] -2

If X ~ BIN(n,p), show that: E(E) =p and FE

Tt

Sol:
E(%) = %E{X:I:él:np}zp
X 2 1 T 1= 1 -
E (;_P)] = LB - )= m{ﬂz P.‘J:jﬂlinp]l




Example7

Suppose that X has a Poisson distribution with u = 2. Compute P(1 < X)
Sol: The pmf of X is

_ [T z=0,1,2,...
P{m}_{ 0 elsewhere
Then Piu<x) = 1-P(X=0)

1 —p(0) =1—e™? = 0.865,



Example8

If the random variable X has a Poisson distribution such
that P(X=1) =P(X=2), find P(X =4).

Sol:

= = pu=2and P(X =4)= =2,



Example9

1-The mgf of a random variable X is e*(¢"~1). Show that
P(u—20 <X < u+20)=0.931

Sol:

Try to solve

2- Let X have a Poisson distribution with mean 1.
Compute, if it exists, the expected value E(X!).?
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Uniform distribution

Definition : A random variable X has a discrete uniform distribution and it is
referred to as a discrete uniform random variable if and only if its probability
mass function is given by:

fix) = l forx=12.....k,
k We denoted by: (X~DU(k))

k
Z k(e +1)
T

Expectation and Variance: ]
: : k / T+ D)

E(E}=Zxﬂx}=2x%=%2x , So, - Def. of Var.

x=1 x=1 x=1
Var(X) = %l Tp proof that you have to us<

:r—l

Proof: You do that.

_ e+ DEk+ D)
6




Uniform distribution

Moment generating and Characteristic function :

If X is a r.v. distributed as a discrete uniform dist., then the m.g.f. of
X is given as follows:

series

k k
Geometric MX — E(etX) _ %z etX — %z Zx, 7 = et
x=1 x=1

1 Z —
] =-(Z+Z2+ -+ Z="QA+Z+ 2%+ + 27
kel ry _ 1-ZF _z 1-zF _ ef(1-eXt) |ef(e*t-1)
But Y x—gZ”* = —then My = —.—— = e T rtet=y | PO
By the same way, we can get the characteristic function as follows:

oit(okit_q
?x(t) =[ k((eit—l)}




Uniform distribution

Distribution function: The distribution function of a discrete uniform random

variable X is:
1 | x

F(X)=P(XSX)= i=1f(u)= i=1E=; ) x=1,2,...,k

Examplel: Let X~DU(8). Find pmf, CDF, E(X), Var(X) and P(X <4).
Sol.: f(x):% , F(x) =2, E(X) = 45,Var(X) = %

P(X<4)=F(4) =0.5.(Try to find P(X = 3)?).

Example2: Let X~DU(k).Find the mean and the variance of Y=a+bX where a
and be are two real constants.

Sol.: It will be direct by using the properties of discrete uniform distribution.



5-Hypergeometric Distribution

Consider a collection of n objects which can be classified into two
classes, say class 1 and class 2. Suppose that there are n, objects in class
1 and n, objects in class 2. A collection of r objects is selected from these
n objects at random and without replacement. We are interested in finding
out the probability that exactly x of these r objects are from class 1. If x
of these r objects are from class 1, then the remaining r — X objects must
be from class 2. We can select x objects from class 1 in any one of
(’Ll)ways. Similarly, the remaining r — X objects can be selected in

(r’izx) ways. Thus, the number of ways one can select a subset of r objects
from a set of n objects, such that x number of objects will be from class 1
and r — x number of objects will be from class 2, is given by (")

n
(r—zx) Hence, P (") {J-”-i-]_

()

where r <<, # < ny and r — 2 < na.



Hypergeometric Distribution

Definition : A random variable X is said to have a hypergeometric distribution if
Its probability mass function is of the form:

(%) (2)
|:IH I. |-!-j} 1
where & < nq and v — 2 < na with n and ne being two positive integers.

We shall denote such a random variable by

writing X ~ HY P(n,.ny, ).

flx) = =12 ...r

Fram

ni+nz2
objects
select T
ohjects
such Lhal x
objects are
of clags | &
r-x are of

class Il

Example :Suppose there are 3 defective items in a
lot of 50 items. A sample of size 10 is taken at
random and without replacement. Let X denote the
number of defective items in the sample. What is the
probability that the sample contains at most one
defective item?

Class I

Chut of n2
abjects
re3 il
b
chose

Out of n1 oblects
x wlll be

sglected




Hypergeometric Distribution

Answer: Clearly, X ~ HY P(3, 47, 10). Hence the probability that the
sample contains at most one defective item is

P(X <1)=P(X =0)+ P(X = 1)

© (o) , O )

= 5 —|—

(o (o)
= 0.004 4 0.4
= (0.904.

Theorem If X ~ HY P(ny,nz,r), then

m
1 + N

Va-r(X):r( 1 )( ns )(”1”‘2‘*')
ny + ns ny + ng ny+ny—1/"

EX)=r




Hypergeometric Distribution

Proof: Let X ~ HY P(ni,ns,r). We compute the mean and wariance of
X by computing the first and the second factorial moments of the random
variable X . First, we compute the first factorial moment (which is same as
the expected value) of X. The expected value of X is given by

B(X) =3 f(=)

B o (?11) ( 'iflz
— ;;_-Z:u (n1+n;)

_ (121 — 1)! (2,
= T ; (ﬂ!‘ _ 1)1 ('ﬁrl _ ’E)I {ﬂ,l—.:‘—flg)
§ o) ()

o TR —|—ﬂ‘2 (?‘1]_'-5-?‘12'—*1}

=1

T — {ﬂl_]) (r—l—y)
Z '”-1+ﬂ-2—1} !
=0 r—1

where y == — 1

r—1 fn1—1 TLo
The last equality is obtained since > _ ( Ell(;:i)ﬂ) =1. where 3. 0( )(n l) (a;b)
y=0

r—1




Similarly, we find the second factorial moment of X to be

rir—1)ny (ny — 1)

(n1 4+ n2) (n1 + ne —

E(X(X -1)) =

0 Therefore, the variance of X is

Var(X) = B(X?) — E(X)*
=FB(X(X - 1))+ BE(X) - B(X)?
r(r—1)ng (ng — 1) oo ( ™ )2
+ —|7r

] T
(n1 +n2) (ng + n2 — 1) 11 + 7o 11 + No

_ 111 1o T + o — 7T
Ayt 0 ni+ng ) \ng+ne—1/"

Distribution Function:The distribution function of a discrete hypergeometric
random variable X is:

nq ny
FX)=P(X <x)=X%= ((’,fll)J(,’,”{z’g , Where c=max(0,r-n; + n,)




Moment generating function :

The m g. f. of a discrete hypergeometric random variable X is:

n—r)'(ny —n,)!
Mx(t)=( ! )’n( ! 2) .H(—T;—le;nl—n2+1;et)
1

e e (Ut
where H(—1; —ny;ny —ny + 1;e°)=271, oo and in general

for any number a, then :
all =a(a+1D(a+2)..(a+j-1).

Note: Let X1, X2 are r.v’s distributed as Ber(p). If X2 is not independent of
X1, and we should not expect X to have a binomial distribution. (why?)



See you next Lecture
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Geometric distribution

e If X represents the total number of successes in n independent Bernoulli trials,
then the random variable X~BIN(n,p), where p is the probability of success of a
single Bernoulli trial and the probability mass function of X is given by:

f@= (M) a-pre e=01n

Now, Let X denote the trial number on which the first success occurs. Hence the
probability that the first success occurs on x #trial is given by:

Geometric Random Variable

FFFFFFS
FFFFFS

FFFFS
FFFS

FFS
FS

]

1 2 i 4 5 6 T

Sample Space
Space of the random wvariable




Geometric distribution

Definition: Arandom variable X has a geometric distribution if its probability

mas function is given by :
: y ‘ flez)=(1- p}lx—'l‘p r=1,23,.. o0, ‘ Check that

where p denotes the probability of success in a single Bernoulli trial. If X has a
geometric distribution we denote it as X ~ GEO(p).

PDF of X-GEO(.1)
Example: The probability that a machine produces =

a defective item is 0.02. Each item is checked as it Is i

produced. Assuming that these are independent trials, '
what is the probability that at least 100 items must be —

checked to find one that 1s defective?



Geometric distribution

Answer: Let X denote the trial number on which the first defective item is
observed. We want to find :

P(X > 100) = Z f(z

=100

= > (1-p)

=100

=(1-p)P > (1-p¥p

y=0
=(1-p»
= (0.98)% = 0.1353.
Hence the probability that at least 100 items must be checked to find one
that is defective is 0.1353.



Geometric distribution

Theorem: If X is a geometric random variable with parameter p, then the

mean, v?riance and moment generating functions are respectively given by:
px = -
p

] 1—p t

2 pe

Oy = ' y M =

p? x(®) 1—(1—p)et’

if t<—In(l—p).

Proof: First, we compute the moment generating function of X and then we
generate all the mean and variance of X from it.

oo Mﬂ(t)_(1—(1—;0)6?)pet—l—pe‘f(l—p)e‘t
M(t) =Y e*(1-p)*'p [1—(1—pet]®
z=1
:pzet(wl} (1-p)?, where y = z — 1 _pe'l-(1-p)e'+{1—p)e]
¥=0 1-(1-pe]
_ t Y
=pe Z(et(l—p)) o
y=0 _ pe
t 1—(1—plet]*
B pe . [1—(1—-pef]
T a-pe if t < —In(1 —p).
1
Differentiating M(t) with respect to t, we Hence |y =E(X)=M'(0)= »

obtain




Geometric distribution

Similarly, the second derivative of M(t) can be obtained from the first derivative as:

p’+2p%1-p) 2-p

2
1-(1-p)e] pe +pef2[l - (1-p)e’] (1-p)e
' p? p*

[1—(1—pey* ”2
Therefore, the variance of X is: 9

Hence, M"(0) =
= M"(0) — (M'(0))?

—p 1
T2

ﬂd—ﬂ(t) — [

3

Theorem. The cumulative distribution function of a geometric random variable Xis:
FX)=PX<x)=1-(1-p)*
Proof: P(X <k)=1—-P(X > k)
ButP(X>k)=PX=>k+1)=X0 .1 (1—p)*1p
=plA-p1+@-p) +@-p)?+--]]

[[Fa-pf—s P& <k)=1-@1-p)

=p[(1—p)"[

1-(1-p)



Geometric distribution

Theorem: The characteristic function of a geometric random variable Xis:
peit
1-(1-p)e’

Q(t) =

Proof: Similar to the proof of m.g.f.

Example: If the probability of engine malfunction during any one-hour period is

p =.02 and Y denotes the number of one-hour intervals until the first malfunction,
find the mean and standard deviation of Y .

Solution ;Y has a geometric distribution with p =.02. Then: E() = 1/p = 1/(.02) = 50,
V(¥) = .98/.0004 = 2450, and the standard deviation of Y is & = /2450 — 49,497,



Exercises

1- Suppose that ¥ is a random variable with a geometric distribution. Show that

a Y pm=Y2¢"'p=1
b p(y)

p(y —1)
ric probabilities are monotonically decreasing as a function of y. If ¥ has a geometric

distribution, what value of Y is the most likely (has the highest probability)?

= g, for y = 2, 3,.... This ratio is less than I, implying that the geomet-

2- Suppose that 30% of the applicants for a certain industrial job possess
advanced training in computer programming. Applicants are interviewed
sequentially and are selected at random from the pool. Find the probability that
the first applicant with advanced training in programming is found on the fifth
Interview.

3- Suppose that X has the geometric distribution with parameter p. Show that
for every nonnegative integer Kk,

Pr(X = k)= (1 — p)~.



SEE YOU IN THE NEXT
LECTURE



, LECTURE 7#
> Outline :-

v' Continuous distributions
1- Uniform distribution

Definition
Expected value Variance
Moment generating function

Characteristic function

Distribution function
Solved exercises

Gamma function



Uniform distribution

Definition: A random variable X is said to be uniform on the interval [l,u], if its
probability density function is of the form :

1
xX) =—— | [<x <
f(x) — x<u
where a and b are constants. We denote a random variable X with the

uniform distribution on the interval [I, u] as X ~ UNIF(/ u).

Theorem: If X is uniform on the interval [l, u] then the mean, variance

and moment generating function of X are given by:

[ —1)? 1
E(X) = %, Var(X) = (u12 ) ,M(t) = ) lexp(tu) — exp(tl)]

Proof: . o |
E[X] = 2 fx () de = ; r = 2 g = |l
[X] I/_%'!_Ir."'.[f]-l'f I: .l _“_Jlf.!'.-: -,,..;_[ il — lz. ]

I 1.4 (=D w4+ w4l
U .ifEl'“ _J!J B u-0) 2




Uniform distribution

Now, we want to find the variance of X:

ey L J. -J "l N ) 1 . -
E[X*] = f o fx () de = f x? dr = i / pidy = 2 [1:‘] - 1! [u® — 7]
i J1 .

— w—1 if u—1 13" |, w—13
(- D w2y wtul+ P
B Jlu—1) 3 - - - .
Using the definition of m.g.f.:
Also, .
g 2 2 e My (t) = E[exp(tX)] = f expite) fyv (2)de
F.[X]Ez(u_"[) _ w2l then e
2 4
Var[X] = E [..lr'l] - E[.;';f.'-]E = f exp (tx) - l_tffrr — E anp[t.::]} "
i =
owF el AP u® o 2ul 1P f
B 3 1 exp (tu) — exp (#)
o + dul 4 — Bu? - Gul — 382 - = ':{”_’_ml -
12
4 -3wt i -6l 4 -3 F
B 12
Cowf—2ud+ i (u-t)
B 12 R




Uniform distribution

Theorem: The characteristic function of a uniform random variable X is :

—L__[exp (itu) — exp (itl)] ift#0

Proof: Using the definition of characteristic function:

ox (t) = Elexp(itX)] = Efcos(tX)] +E[sin (tX)]
= /_O;cos(tm)fx (x)dm—i—i/_i

sin (tz) fx (z) dx
1

- /Iucos(tx)ul—ldw+ifzu51n(tm)ul—ldx = fu,ﬁ{/,; cos(t:r,)dxq%/{ sin(tm)dm}

_ 1 1, . R I | . “ 1 . . _ _
= “E{L sin ( m)L +1 [tcos( 55)]3 }— (u_z)t{Sm(tu)—sm(tl)—zcos{tu}+zcos(tl)}

1 . .
= W {isin (fu) — isin (¢) + cos (tu) — cos (t)} =

(a5 Lcos (bu) +isin (fu)] — [eos (¢) + dsin (¢)]

exp (¢tu) — exp (itl)
(u—1)it




Uniform distribution

Theorem: The Distribution function of a uniform random variable X is :

0

if x <

(z—-0/(u—-10) fi<z<u

if z>u

Proof: If x < |, then Fx(z)=P (X <z)=0 because X can not take on values smaller
than . if | < x < u, then:

FX (.’13)

Ifx>u,then Fx(z)=P(X <z)=1
because X can not take on values greater than u.



Uniform distribution

1- Suppose Y ~ UNIF(0,1)and Y =iX2. What is the probability density function

of X?
Sol: We shall find the probability density function of X through the cumulative
distribution function of Y . The cumulative distribution function of X is given by:

F(:ﬂ):P(Xiim):.P’(XEEJ:Q]:PGX?g}I2) (y<_) / ) dy

z2

4 .1..
m— d = —
.[g Y 4

F(z) = % Hence the probability density function of X is given by:

tu

Thus, f(z)= p

for0 <z <2

=2
3
I
——
L]l

0 otherwise.




Uniform distribution

2- If X has a uniform distribution on the interval from 0 to 10, then what is

P(X+3=>T7)7

Sol: Since X ~ UNIF(0, 10), the probability density function of X is f(z) = & for 0 <z < 10.
Hence,

P(XJrl—O}?) P(X2+10>7X)—P(X ?X+10::~0) P((X =5)(X-2)>0)

=P(X<20rX>5) =1-P(2<X <5) —l—/fr)dT —l—f —ﬂh:

.3 _ T

10 10
3- A box to be constructed so that its height is 10 inches and its base is X inches by X inches.
If X has a uniform distribution over the interval (2, 8), then what is the expected volume of the

box in cubic inches?
Sol: Since X ~ UNIF(2, 8), f(z) = —— =

- on (2,8). The volume V of the box is: v — 10 x2.
Hence,

) I

H
E(V)=F {IUX?‘]: 10 F (Xz) = 10 / 2 F [ 1 = (5) (8) (7) = 280 cubic inches.
2



Gamma distribution

The gamma distribution involves the notion of gamma function. First, we develop
the notion of gamma function and study some of its well known properties. The

gamma function, I'(z), is a generalization of the notion of factorial. The gamma
function is defined as:

['(z) = / ¥ e du,
{
where z is positive real number (that is, z > 0).
Lemma 1: IT'(1) = 1.

Proof: x
['(1) = / e % dr = [—e”“’]gﬂ = 1.
0

Lemma 2: The gamma function I'(z) satisfies the functional equation
I'(z)=(z—1)I'(z—1) forall real numberz > 1. o
Proof: Let z be a real number such that z > 1, and consider T'(z) = f R
()

X

z—1 —x]%® i P2 B I T _ wE—2 L —m \ ;
= [~z e |, +]D (z—1)z" e %dx = (z 1)/{1 x e " dx :(g_l)]_"(g_l)_



Gamma distribution

Lemma 3: T G) = \/m.
Proof: We want to show that T (%) =/ \;— de is equal to /7. We substitute
= +/x , hence the above integral becomes

()= [ G e [
— | = —dr = 2/ e ¥V dy, where y = \/z.
5 J z ; Y Y

Hence, T (1> = Zf e~ dy, and also r (l) — 2/ e~V du.
2 0 2 0

Multiplying the above two expressions, we get( ( )) =4 [ [ e~ ) gy du.
Now we change the integral into polar form by the transformation:
u=r cos(8) and v=r sin(@) , The Jacobian of the transformation is

ou D |
J(?uﬁ)det(é}? ‘*‘ﬂ)u(%@ -fﬁm@)=ms?w)+rsm%m =

v A sin(@) 7 cos(0)

o

Hence, ST S : oo
( ( )) —4/ / J(r,0)drdf = 4/ f e”" rdrdf :2/ / e 2r dr do
0 0 o 0



Gamma distribution
Lemma 3: T G) = \/m.

Proof:

T [0 5
= 2/ / e 2rdrdt = 2/ r(1)de = .
0o Jo 0

Therefore, we get T G) = /7.
Lemma4: T (— %) = 27 — _—

Proof: By Lemmal,weget:I'(z)=(z—1)I' (z—1). Letting z = % we get

() ()1 G) s 1( )= ar ()= 0

Note: If n is a natural number,
then I'(n+1) =nl.

Example: Evaluate F(g) Example: Evaluate F(— %)
A (2) -1 (1) v | AT () - 3r() = () ()7 ()




SEE YOU IN THE NEXT
LECTURE
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5-Hypergeometric Distribution

Consider a collection of n objects which can be classified into two
classes, say class 1 and class 2. Suppose that there are n, objects in class
1 and n, objects in class 2. A collection of r objects is selected from these
n objects at random and without replacement. We are interested in finding
out the probability that exactly x of these r objects are from class 1. If x
of these r objects are from class 1, then the remaining r — X objects must
be from class 2. We can select x objects from class 1 in any one of
(’Ll)ways. Similarly, the remaining r — X objects can be selected in

(r’izx) ways. Thus, the number of ways one can select a subset of r objects
from a set of n objects, such that x number of objects will be from class 1
and r — x number of objects will be from class 2, is given by (")

n
(r—zx) Hence, P (") {J-”-i-]_

()

where r <<, # < ny and r — 2 < na.



Hypergeometric Distribution

Definition : A random variable X is said to have a hypergeometric distribution if
Its probability mass function is of the form:

(%) (2)
|:IH I. |-!-j} 1
where & < nq and v — 2 < na with n and ne being two positive integers.

We shall denote such a random variable by

writing X ~ HY P(n,.ny, ).

flx) = =12 ...r

Fram

ni+nz2
objects
select T
ohjects
such Lhal x
objects are
of clags | &
r-x are of

class Il

Example :Suppose there are 3 defective items in a
lot of 50 items. A sample of size 10 is taken at
random and without replacement. Let X denote the
number of defective items in the sample. What is the
probability that the sample contains at most one
defective item?

Class I

Chut of n2
abjects
re3 il
b
chose

Out of n1 oblects
x wlll be

sglected




Hypergeometric Distribution

Answer: Clearly, X ~ HY P(3, 47, 10). Hence the probability that the
sample contains at most one defective item is

P(X <1)=P(X =0)+ P(X = 1)

© (o) , O )

= 5 —|—

(o (o)
= 0.004 4 0.4
= (0.904.

Theorem If X ~ HY P(ny,nz,r), then

m
1 + N

Va-r(X):r( 1 )( ns )(”1”‘2‘*')
ny + ns ny + ng ny+ny—1/"

EX)=r




Hypergeometric Distribution

Proof: Let X ~ HY P(ni,ns,r). We compute the mean and wariance of
X by computing the first and the second factorial moments of the random
variable X . First, we compute the first factorial moment (which is same as
the expected value) of X. The expected value of X is given by

B(X) =3 f(=)

B o (?11) ( 'iflz
— ;;_-Z:u (n1+n;)

_ (121 — 1)! (2,
= T ; (ﬂ!‘ _ 1)1 ('ﬁrl _ ’E)I {ﬂ,l—.:‘—flg)
§ o) ()

o TR —|—ﬂ‘2 (?‘1]_'-5-?‘12'—*1}

=1

T — {ﬂl_]) (r—l—y)
Z '”-1+ﬂ-2—1} !
=0 r—1

where y == — 1

r—1 fn1—1 TLo
The last equality is obtained since > _ ( Ell(;:i)ﬂ) =1. where 3. 0( )(n l) (a;b)
y=0

r—1




Similarly, we find the second factorial moment of X to be

rir—1)ny (ny — 1)

(n1 4+ n2) (n1 + ne —

E(X(X -1)) =

0 Therefore, the variance of X is

Var(X) = B(X?) — E(X)*
=FB(X(X - 1))+ BE(X) - B(X)?
r(r—1)ng (ng — 1) oo ( ™ )2
+ —|7r

] T
(n1 +n2) (ng + n2 — 1) 11 + 7o 11 + No

_ 111 1o T + o — 7T
Ayt 0 ni+ng ) \ng+ne—1/"

Distribution Function:The distribution function of a discrete hypergeometric
random variable X is:

nq ny
FX)=P(X <x)=X%= ((’,fll)J(,’,”{z’g , Where c=max(0,r-n; + n,)




Moment generating function :

The m g. f. of a discrete hypergeometric random variable X is:

n—r)'(ny —n,)!
Mx(t)=( ! )’n( ! 2) .H(—T;—le;nl—n2+1;et)
1

e e (Ut
where H(—1; —ny;ny —ny + 1;e°)=271, oo and in general

for any number a, then :
all =a(a+1D(a+2)..(a+j-1).

Note: Let X1, X2 are r.v’s distributed as Ber(p). If X2 is not independent of
X1, and we should not expect X to have a binomial distribution. (why?)



Hypergeometric Distribution

Example : A random sample of 5 students is drawn without replacement from
among 300 seniors, and each of these 5 seniors is asked if she/he has tried a
certain drug. Suppose 50% of the seniors actually have tried the drug. What is
the probability that two of the students interviewed have tried the drug?

Answer: Let X denote the number of students interviewed who have tried
the drug. Hence the probability that two of the students interviewed have

tried the drug is

(5) (%)
o)

= 0.3146.

P(X =2) =



Hypergeometric Distribution

Example: A box contains 20 balls, 12 is red and others are black , if we select 8
ball ar.s. form this box, what is the probability of:

1- to get 3 red balls from this sample
2- At least two red balls have been got.

Sol: let X be the number of red balls selected from the sample.
So, X~HYP(20,12,8). And that means,

p(x)=%, 0<x<8

So,

)E)

1- p(3) = ) - 0.098801

2-P(X>2)=1-P(X<2)=1-PX<1D=1-[P(X=0)+PX =1)]

OO L O anna
=1- [~y +m]=1-0.0008=0.9992




See you next Lecture
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Gamma distribution

Let us take two parameters a> 0 and > 0. Gamma function I'(a) is defined by:

[a) = /m 2 e dr. L., (*)
¢ 1
Let y= Bx ——> x:% and then dx = = dy. Then,
If we divide both sides of (*) by I'(a) we get :
1 = Ooan—le—xdx — foo 1 a—le_%d (**)
0 T(a) 0 T@pe” Yo

Then the integration in (**) will be a probability density function since it is
nonnegative and it integrates to one.

Therefore, we get the following definition:



Gamma distribution

Definition : A continuous random variable X is said to have a gamma distribution if
Its probability density function is given by:

Wm“‘le_% if O<z<x
flz) =

0 otherwise,

where o > 0 and 6 > 0. We denote a random variable with gamma distribution as

X ~ GAM(0, o). The following diagram shows the graph of the gamma density for
various values of values of the parameters 6 and a.




Gamma distribution

Theorem: If X ~ GAM(0, o), then, E(X)=0a , Var(X) =62 o and
M(t) = (IJGJI? i t< %

Proof: First, we derive the moment generating function of X and then we compute
the mean and variance of it. The moment generating function:

M(t) = E ()

[n ]
1 a—1 —% _tr Oy _ 0
B /n Mo’ ©°° d = Goon’ Y= Goon 9V
_/'m 1 201 o= (1-08)e g, /
~Jo T(a)b=
0
1 g° N B |
N /ﬂ T(e) 6= (1 - 6t)° ¥y e Yy, where y= 7 (1—60t)x

— 1 = 1 a—1 L —U 7
-, ey
1
A= 60 since the integrand is GAM (1, ).




Gamma distribution

The first derivative of the moment generating function is:
d

M'(t) = %(1 —0t)" ¢

= (—a) (1 —6t)" " (-0)
=af(1—6t)" o+,
Hence from above, we find the expected value of X to be E(X) = M'(0) = af.
Slmllarly,M”(t) _ % (& o(1— at)—(aﬂ))
=af(a+1)0(1—ot) et
= a(a+1)6% (1 — 6t)=(e+2),
Thus, the variance of X Is

Var(X)= M"(0) — (M'(0))* =ala+1)62—a?8* = a§?



Gamma distribution

Theorem: The characteristic function of a Gamma random variable X is:

1
o(t) = (1-0i0)a

Proof: By the same procedure for m.g.f.

Distribution function: The distribution function of a Gamma random variable is:

F(X)=P(X<x)= FF"(;“)), where I (a) Is incomplete gamma function and it

has the formula:

I (a) = foxy“‘le‘ydy

Remark: Two special cases of gamma-distributed random variables merit
particular consideration.( two special distributions)



Exponential Distribution

Definition: A continuous random variable is said to be an exponential random
variable with parameter 0 if its probability density function is of the form:

le  ifz>0
flz) = _ :
0 otherwise, | , Where 0 > 0. If a random variable X has an exponential

density function with parameter 0, then we denote it by writing X ~ EXP(0).

Note: An exponential distribution is a special case of the gamma distribution. If the
parameter o = 1, then the gamma distribution reduces to the exponential distribution.
Hence most of the information about an exponential distribution can be obtained
from the gamma distribution. {

I

msﬂ“_le_ﬁ if 0<zr<oo

Example: Let X have the density function : | /(=) =

0 otherwise,

where a >0 and 6 > 0. If o = 4, what is the mean of 57



Exponential Distribution

Answer:

1
— d

= f(z)dx
1

/$3F4)94
w ) <

g4

1 L
3103 j g°

1

3163

3

o]

e ¢ dx

0.5r

0.4

i

Exponential Distributions

Ly EXP(R)
1

since the integrand is GAM(#,1).




Chi-square Distribution

Definition: A continuous random variable X is said to have a chi-square distribution
with r degrees of freedom if its probability density function is of the form:

P(EI)Q% rzle 2 if 0<z<oo
flz) = ?

0 otherwise,

where r > 0. If X has a chi-square distribution, then we denote it by writing X ~ x?*(r).
Note: The gamma distribution reduces to the
chi-square distribution if =73 and 6 = 2.
Thus, the chi-square distribution is a special
case of the gamma distribution. Hence most
of the information about an chi-square
distribution can be obtained from the gamma
distribution.

Chi-Square Distributions




Example: If X ~ GAM(1, 1), then what is the probability density function of
the random variable 2X?

Answer: We will use the moment generating method to find the distribution of
2X. The moment generating function of a gamma random variable is given by

M(t)=(1-0t)""“, if t<é.

Since X ~ GAM(1, 1), the moment generating function of X is given by :

Mx(t) = ——, t < 1.

Hence, the moment generating function of 2Xis :

1 [ 1
1—2t | (1-2t)3

The m.g.f. of XE(Q)W

Mox (t) = Mx(2t) =

Hence, if X is an exponential with parameter 1, then 2X is chi-square with
2 degrees of freedom.



SEE YOU IN THE NEXT
LECTURE
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1) On a five-question multiple-choice test there are five possible answers, of which one is correct. If a
student guesses randomly and independently, what is the probability that she is correct only on two
questions?

Solution: Here the probability of success is% andthus1 —p = g . There are (g) different ways she can
be correct on two questions. Therefore, the probability that she is correct on two questions is:

5 2 3
P(correct on two questions) = (2) p*(1 —p)® _ 10 (%) (il) = 040 = 0.2048.

= 5

)

2) What is the probability of rolling two sixes and three nonsixes in 5 independent casts of a fair die?

Solution : Let the random variable X denote the number of sixes in 5 independent casts of a fair die. Then
X 1s a binomial random variable with probability of success p and n = 5. The probability of getting a six is

1

E.Hence: S /1N? /53
o B 1 51" 1 125\ 1250

P(X=2)=f(2)= (2> (6) (6> =10 (%) (216) _ﬁ_o.mo?m.




3) What is the probability of rolling at most two sixes in 5 independent casts of a fair die?

Answer: Let the random variable X denote number of sixes in 5 independent casts of a fair die. Then X is
a binomial random variable with probability of success p and n = 5. The probability of getting a six is %.

P(X <2)=F(2)=f(0)+ f(1) + F(2)
G O0O6 G006 @
HIONGE

= % (0.9421 +0.9734) = 0.9577  (from binomial table)



4) Suppose that 2000 points are selected independently and at random from the unit squares
S ={(z,9)]0 <=z,y <1}. Let Xequal the number of points that fall in 4= {(z,y) |z*+y* < 1}.
How is X distributed? What are the mean, variance and standard deviation of X?

Answer: If a point falls in A, then it is a success. If a point falls in the complement of A, then it is a
failure. The probability of success is

_a.reanA_l?T
b= area of S 4

Since, the random variable represents the number of successes in 2000 independent trials, the random
variable X is a binomial with parameters p = —and n = 2000, that is X ~ BIN(2000, 7).

Therefore,
1y = 2000% — 1570.8,

and ( ) — 337.1.

The standard deviation of X is cx = v337.1 = 18.36.
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114

(1,1)

112
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|
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5) Let the probability that the birth weight (in grams) of babies in America is less than 2547 grams be 0.1.
If X equals the number of babies that weigh less than 2547 grams at birth among 20 of these babies

selected at random, then what is P(X < 3)?

Answer: If a baby weighs less than 2547, then it is a success; otherwise it is a failure. Thus X is a
binomial random variable with probability of success p and n = 20. We are given that p = 0.1. Hence

s -2 (0) () ()

= (0.867 (from table).



SEE YOU IN THE NEXT LECTURE
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Normal distribution

Definition: A random variable X is said to have a normal distribution if its
probability density function is given by:

flz) = e 8 (554) —o0 < x < 00,

where —co < 1 < 0o and 0 < 0% < oo are arbitrary parameters. If X has a
normal distribution with parameters p and o2 , then we write X ~N(u, a2).

Proof: we must check that f is nonnegative fxlwa

and it integrates to 1.The nonnegative part g
function is always positive. Hence using

property of the gamma function, we show that
f integrates to 1 on IR.




Normal distribution

Proof:

* 1

o0 _l{z=p)2 oo 1 1 {z—p Y2
f(a:)da::/ ﬁ(a)deQ/ e_i(a)dm
/_oo —00 OV2T Ju oV2m

2 fme_z T N 1 (a:—p,)z
— Dy NS = -
o 5o where 2= 2 -

1 © 1 x=0v2z + U
= / —e “dz > _ o
T Jo \/E - ) dX—EdZ
_ L I 1 Definition of Gamma function
=7 5 5
= i V=1

From lecture 7 Lemma 3

v




Normal distribution

Theorem: If X ~N(u, 2),then B(X) =4, Var(X)=0> and M(t) =ertt27°,
Proof: We prove this theorem by first computing the moment generating function and

finding out the mean and variance of X from it.

M(t) = E (") = /

— O

OO [a')

e f(x) dx :/ e L 1(5) gp

— 0o o2

(0] 1 —_
21 J o
th oo —1(22—2taz—t202+t202)
= \/T_ch—oo e 2 dZ,
(00
_ tu+lt202 1 —1(zz—ta)2
—e 2 —e 2 dz N
o\ 2T ) Z~N(t o,1)

So, M(t)=1 —



Normal distribution

Proof: The first two derivatives of the m.g.f. of X is:

M’(t) — (M-i—a t) exp(/,w+ 15 t ) M”(t) — ( w _|_02t]2_|_o,2) exp(m + %Uzrz)
Plugging t = 0 into each of these derivatives yields:
E(X) = M'(0) = u and  Var(X) = M"(0) — (M'(0))%= o2

Characteristic function: If X~ N(u, ¢2), then

|
Wy (1) = exp (u:r Eu‘ﬂ")

Proof: Same as the proof of m.g.f



Normal distribution

Example: If X is any random variable with mean p and variance o > 0, then

what are the mean and variance of the random variable Y = )%“?
Answer: The mean of the random variable Y is :
_p(Xor) 1 1
B0 =B () =L por - L= e =0
The variance of Y is given by:
X — 1 1 1 .
Var(Y) = Va’r( o M) =3 Var (X — p)= - Var(X) = 2 o’ = 1.

Hence, if we define a new random variable by taking a random variable and

subtracting its mean from it and then dividing the resulting by its standard
deviation, then this new random variable will have zero mean and unit variance.



Normal distribution

Definition: A normal random variable is said to be standard normal, if its
mean 1S zero and variance IS one. We denote a standard normal random
variable X by X ~N(0,1).

The probability density function of standard normal distribution Is the
following:

—o0 < < o0



SEE YOU IN THE NEXT
LECTURE
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Solving exercises



1- Suppose that on a given weekend the number of accidents at a certain
Intersection has the Poisson distribution with mean 0.7. What is the probability
that there will be at least three accidents at the intersection during the weekend?

Sol: Let X be the number of accidents at a certain intersection. Then
X~POI(0.7).

Form the table of the Poisson distribution that given in lecture 3, we get:

P(X = 3) =1-P(X<3)=1-[P(X=0)+P(X=1)+P(X=2)]=1-0.9659=0.0341

2- Let X~POI(1). If P(X=1)=2P(X=2), find 1?

-1 _ 21%2e—4
2

Sol: P(X=1)=2P(X=2) —> Je > 1(A-1)=0

—> =1 (A=01ignore)



Sampling without Replacement. Suppose that a box contains A red balls and B blue
balls. Suppose also that » = 0 balls are selected at random from the box without
replacement, and let X denote the number of red balls that are obtained. Clearly,
we must have n = A + B or we would run out of balls. Also, if n =0, then X =0
because there are no balls, red or blue, drawn. For cases with » = 1, we can let
X; =11if the rth ball drawn is red and X; =0 if not. Then each X; has a Bernoulh
distribution, but X, ..., X, are not independent in general. To see this, assume
that both A = 0 and B = 0 as well as n = 2. We will now show that Pr(X, =1|X,=
0 #PriX,=1X,=1). If X;=1, then when the second ball is drawn there are
only A — 1 red balls remaining out of a total of A 4+ £ — 1 available balls. Hence,
PriX.=1lA;=1)=(A — 1}/{A + B — 1). By the same reasoning,

3 A },4—1
CA+B-1 A4+B-1

Pr(X, =1]X; =)

Hence, X5 is not independent of Xy, and we should not expect X to have a binomial
distribution, -




SEE YOU IN THE NEXT
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Normal distribution

Example: If X is any random variable with mean p and variance o > 0, then

what are the mean and variance of the random variable Y = )%“?
Answer: The mean of the random variable Y is :
_p(Xor) 1 1
B0 =B () =L por - L= e =0
The variance of Y is given by:
X — 1 1 1 .
Var(Y) = Va’r( o M) =3 Var (X — p)= - Var(X) = 2 o’ = 1.

Hence, if we define a new random variable by taking a random variable and

subtracting its mean from it and then dividing the resulting by its standard
deviation, then this new random variable will have zero mean and unit variance.



Normal distribution

Definition: A normal random variable is said to be standard normal, if its mean is
zero and variance is one. We denote a standard normal random variable X by

X ~N(0,1).
The probability density function of standard normal distribution is the following:
)
f(a::)=me —00 < T < 00.

Distribution function: There is no simple formula for the distribution function Fx (z)

of a standard normal random variable X because a closed-form expression for the
integral  Fx (@)= f ;fx (1) dt does not exist; hence, its evaluation requires the use of
numerical integration techniques. Probabilities and quantiles for random variables
with normal distributions are easily found using any program like Matlab or R or....



Normal distribution

Note :Some values of the distribution function of X are used very frequently and
people usually learn them by heart:

Fyx (—2.576) = 0.005  Fy (2.576) = 0.995
Fyx (—2.326) = 0.01 Fy (2.326) = 0.99
Fx (—1.96) = 0.025 Fy (1.96) = 0.975
Fx (—1.645) = 0.05 Fy (1.645) = 0.95

Note also that: F'y (—z) =1 — Fx (z) which is due to the symmetry around O of
the standard normal density and is often used in calculations.



Table III
Normal Distribution

The following table presents the standard normal distribution. The probabilities
tabled are

&L l -
PX<z)=0(z)= | —e ™ dw
(r<a=0@=[ —=

Note that only the probabilities for & > 0 are tabled. To obtain the probabilities
for « < 0, use the identity ${—x) = 1 — $(x).

z | 000 001 002 0.03 004 005 006 007 008 0.00
0.0 | 5000 5040 5080 5120 .5160 .5190 5230 5279 .5010  .5350 |
D1 | 5398 5438 5478 5517 5557 5596 5636 5675 5714 L5753
0.2 | 5702 5832 BTl 5010 5048 5087 5026 .E0B4 6103 .gidi
0.3 | 6179 6217 L6255 6208 6331 6368 .G406 6443 6480 G517
0.4 | G554 6591 6628 6664 G700 6736 .GTT2 G308 .GB4d 687D
06 | 60916 6960 .BOSSE 7010 L7064 JTOBR 7123 YIST L7190 .72
0.6 | 7257 .T201 .7324 T35 .7389 7422 .T454 7486 .T5LT L7549
0.7 | 7580 7611 .TE42  .TET3 7704 .TT34 .7TEd .TTM4 .TB23 L7852
08 | JREL 7010 .7040 7987 .T0O5 8023 L8051 SOTE  .B106 8133
0.0 | 8159 .B1BG .8212 8238 8264 8280 8315 B340 8365 E®3up
1.0 | 8413 8438 .B4G1 8485 8508 .BG31 8554 8577 BS99 867
1.1 | .8643 B6B5 .BB86 .ATOE .8T20 .&T40 B7TD  8TO0  .BBI0 8330
1.2 | 8849 B860 B8B83 B007 8025 8044 8OG2 .B9E0 8097 0016
1.3 | .B032 P04 SDEG  .DOS2 9009 9116 .0131 9147 9162  .O1TY
1.4 | 5192 9207 0222 0938 0251 L0265 9279 9202 5306 9319
15 | 9332 9345 9357 0370 .9332 .9394 9406 9418 9420 0441
1.6 | 0462 D463 0474 MB4 0405 9506 0515 526 0635 0545
1.7 | o554 0564 6573 0582 0501 0500 9608 0616 .0625 0633
1.8 | 9641 0640 0656 D664 0671 .9GTR 9686 OGD3 0550 .O706
1.9 | 9713 0710 0726 0732 0738 9744  OTED 07568 976l .OTGT
20 | 9772 O7TE  OTE3 .O7SR G703 0798 0303 OR0B 0812 0817




Table III
NMNormal Distribution

The following table presents the standard normal distribution. The probabilities
tabled are s q
P(X < z) = 9(z) =f V12 duy,
—oo VT
Mote that only the probabilities for > 0 are tabled. To obtain the probahbilities
for o < 0, use the identity ${—2) =1 — $(z).

| = | 000 001 002 003 004 005 006 0.0r 008 009 |

2.1 | 9821 0B26 9830 D834 0838 0B42 0246 OBS0 9854 0857
2.2 | 8861 .9864 .9BGE  .08T71  OBYS  JDETES 9881  O8B4  .OBAT  .DEOO
23 | 583 .OBGG  .GBG8 G501 9904 09805 5909 96911 9913 0916
24 | 8918 .DO20 9022 0925 9027 0020 .0D31  .DO32 9034 0936
2.5 | 8938 9040 6941 9843 0545 9046 OdB 0040 8051 .pOSZ
26 | 8953 0655 9956 0957 9858 096960 8961 9662 0963 9964
27 | 8065 0966 DOGT 0068 9969 . DOTD .00Vl 0972 9073 D974
2.8 | 9974 0876 .90T6  .0OTY  98TF 0078 .099VD 9679 0080 0481
29 | 9981 .DoEZ 5982 9983 9534 9084 B985 0BE5 5066 0486
3.0 | L9887 DDSY 9987 D088 0988 908D 0089 .DOSD 0000 .DOO0D
1] 9990 9951 5091 090891 5092 0002 4902 0002 9003 0003
32| 9993 .9953 .9994 9894. 9934 9994 9094 0995 9095 0995
3.3 | 9995 5995 20905 0095 09906 29906 0906 29998 9006 9907
3.4 | 8997 9957 9007 9087 G097 9097 9997 0007 9907 0408
35| 0008 .DOgE 03098 0093 0908 0098 9908 0508 9008 0908




Normal distribution

Therefore, if we know how to compute the values of the distribution function of a

standard normal distribution (by table), we also know how to compute the values
of the distribution function of a normal distribution with mean pand variance 2.

The following theorem is very important and allows us to find probabilities by
using the standard normal table.

Theorem: If X ~ N(i, 6 ), then the random variable z = == ~N(0,1)

Proof : We will show that Z is standard normal by finding the probability density
function of Z. We compute the probability density of Z by cumulative distribution
function method.

X =\u+o Z , then Fy(z) = P(X<ua)

= Plp+oZ <) e X”H > N=p+aZ
— P(E{t_”)

- F

o fE—p

- #()

Hence, 1 12

f(2)=F'(2) = =€ 2"




Normal distribution

Example: If X ~ N(O, 1), what is the probability of the random variable X less
than or equal to — 1.72?

ANSWEr.  p(x < —1.72)=1— P(X <1.72)

=1-0.9573 (from table)

= 0.0427.
The following example illustrates how to use standard normal table to find
probability for normal random variables.

Example: If X ~ N(3, 16), then whatis P4 < X < 8)?
Answer:

4-3_X-3_8-3
1 i =1 ) =F

P(anggS):P( < 52<:§):P{Z~:_:1,25}—P(Z£U.25}

1
;<2<
— 0.8944 — 0.5987 _ (9057, (From table)

\ 'l/’




Normal distribution

Example: If X ~ N(25, 36), then what is the value of the constant ¢ such that

P(|X — 25| < ¢) = 0.95447
ANnswer:

09544 = P(|X —25| <¢) = P(—c< X —25<c) — (_,

=P(Zg§)—P(Z£—§) :QP(Z{E)—I.

Hence, P (z < g) — 0.9772

and from this, using the normal table, we get ; —92 or c=12.



SEE YOU IN THE NEXT
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Solving exercises of Geometric distribution



1- Suppose that ¥ is a random variable with a geometric distribution. Show that

a > p»=29¢""'p=1L
b py)

ply —1)
ric probabilities are monotonically decreasing as a function of y. If ¥ has a geometric

distribution, what value of Y is the most likely (has the highest probability)?

= q, for y = 2, 3,.... This ratio is less than I, implying that the geomet-

Solution:a) 3 p(y) =37, 4""'p (becauseY ~ GEO(p))

Let x=y-1 > ZQ pP= FZ*?

y=I)

But 4" infinite sum of a geometric series , therefore,

J=li

2 .1.3'(.}-‘) = Z?ﬂ—l g 'p = FE‘? _FL:_ P L _

=l |-_ U .I"'.:'




1- Suppose that ¥ is a random variable with a geometric distribution. Show that

a > p»=29¢""'p=1L
b py)

ply—1)
ric probabilities are monotonically decreasing as a function of y. If ¥ has a geometric

distribution, what value of Y is the most likely (has the highest probability)?

= q, for y = 2, 3,.... This ratio is less than I, implying that the geomet-

Solution : b) ;{i(—”n = ,_;,-:--:qu_ ( because Y ~ GEO(p))
MY — q 'p

Also, The event Y = 1 has the highest probability for all p, 0 < p < 1, because :

P(Y=1)=p(1)=(1 —p)**p =p.



2- Suppose that 30% of the applicants for a certain industrial job possess
advanced training in computer programming. Applicants are interviewed
sequentially and are selected at random from the pool. Find the probability that

the first applicant with advanced training in programming is found on the fifth
interview.

Solution : Let X be the Applicants are interviewed sequentially and are
selected at random from the pool . So X ~ GEO( p=0.3) and then:

P(X=5)=p(5)=(1 — 0.3)5-1 0.3 = 0.74 0.3 = 0.07203.



3- Suppose that X has the geometric distribution with parameter p. Show that for
every positive integer a,

P(Y > a) = g°.

Solution:

PV >a)= Y p=q"Y ¢ p=q" (because 24" "'p=q%p +q%*p+--)

_'|'-—-:r-l-| x=I F=erT |
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Student’s t-distribution

Definition :A continuous random variable X is said to have a t-distribution with v
degrees of freedom if its probability density function is of the form:

r (%)
ERNONEE R
where v > 0. If X has a t-distribution with v degrees of freedom, then we denote it

by writing X~t(v). The t-distribution was discovered by W.S. Gosset (1876-1936)

of England who published his work under the pseudonym of student. Therefore,
this distribution is known as Student’s t-distribution.
Note: if v — oo, then lm (e v) = 1 - 1a?

L— 00 v/ 2T

which is the probability density function of the standard normal distribution.

fla; v) =

— X< T <00

— 0 < 2 < 00,

Student's t Distributions




Student’s t-distribution

Theorem : If the random variable X has a t-distribution with v degrees

of freedom, then:

0 it o >2 if v>3

E[X] = and  VerlX]= {
DNE if v=1

v—2

DNE if v=1,2

where DNE means does not exist.

Theorem: If Z ~ N(0, 1) and U ~ x*(v)and in addition, Z and U are independent,

then the random variable W defined by : o 2

=

has a t-distribution with v degrees of freedom.

Note: A standard Student’sit random variable X does not possess a moment
generating function.



Student’s t-distribution

Example: If T ~ t(10), then what is the probability that T is at least 2.228 ?

Solution:
P(T >2.228) =1 — P(T < 2.228)

=1-0.975 (from t — table)
= 0.025.

Example: If T ~ t(19), then what is the value of the constant ¢ such that
P(T|<¢)=0.957 .
Solution: ?1—0() compared to the table

095=P(|T|<¢) =P(—c<T<ec)=P(T<e)—1+P(T<¢) =2P(T<c)-1.

Hence:

P(T <c¢) =0.975. 0.025

Thus, using the t-table, we get for 19 degrees of freedom ¢ = 2.093.



I opimz I yp=ar Foes £ P oans b
3075 ey =1 12705 e | ah a5y 1
I.E3 2920 4,303 &GS 925 2
G338 2. 353 J 8z 4,541 SE4] ]
I 533 2 152 277G 3. 747 <} d50kd <4
L. 47% 24115 2.571 3.365 = e 5
440k 443 2447 3.143 I.7T07 G
1.415 1.805 2365 g L b L] 7
| 1 I.500 2508 2.890 3. 155 =
I.3=3 1.233 22687 25X 350 L
.37z 1.212 2228 2T X law Lk
263 I Fod 2 200l 2TIR I 100G Ll
I 355 1.7T82 2. 17 I Kl I 0155 L=
I 350k 1.771 2 180 2.5 12 L3
I %45 1.76531 2.145 g o L X NTT L4
i.241] 1.753 2131 2e02 .47 L5
i.as7 .74 2120 2.5E3 Zaz] Lo
1.233 1. 740 2.0 1 2,567 2 EOS8 17
I 3300 1. 734 2 10l 2552 T RETH L&
I.325 1.72% 2093 2539 ZEAG] L2
1. 325 1.725 2 EG 2528 FEAS 20
1.223 1.721 2050 2518 2 EX] X1
1.321 1.717% 2.0¥ 2.80= Z.E1D X2
I.20g 1.714 2.4 2500 ZEO7 23
.20s 1.701 2 2.9z 2.7 24
I 30 I.F0s 20 2 AES ETERT 25
I 315 170 2056 2479 Z2TTY Z6
1. 3143 1703 2052 2473 Z2T71 =7
1.213 1.7 2048 2467 2. TR3 xs
1.311 I .ack 245 g i) X TEG X0
I.232 I.645 19500 2320 2376 inf.
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Gamma Function

The gamma function, I'(z), is a generalization of the notion of factorial. The gamma
function is defined as:

['(2) == / " e du,
{

where z is positive real number (that is, z > 0).

Lemma 1: I'(1) = 1.

Lemma 2: The gamma function I'(z) satisfies the functional equation
I'(z)=(z—1) I'(z—1) for all real number z > 1.

Lemma 3: T G) = /T

Lemma 4 : F(— %) = —2m

Lemma 5 : If nis a natural number, then I'(n + 1) =nl.
I'(n+1)

n

Lemma6:1fn#0,then I(n+1)=nT(n) — ()=




Gamma Function

Example: Evaluate T G)
Answer: By Lemma 6

Q- +der(en) =) -ir(en)-12r() - 1em
EX) FIND

DI(7) 2)I(2.5) 3)N(—-0.5) 4HIrO.4)

SOl 7/

1

I'(722 +1) = 2! I“(7)=I“(6+l)=6!=720

2)

L'(r24+1)=rnl(n)
1'(2.5)=I"(1.54+1)=A.5I(1.5)=A.5)I(0.5+1)
= (1.5X(0.5)I'(0.5) = 0.75J7r = 0.866226

4)
3) ‘ Do i 1 (n.+ )]
l-}‘} —l—(-uﬁ l'(—()-S)— l l'(().S)——Z\/Ir "l 5
r” —0.3 1'(0.4) = 5 1'(1.4) = 5(0.8873) = 2.21825
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Solved exercises

1- Let Z denote a normal random variable with mean 0 and standard deviation 1.

a Find P(Z > 2).

b Find P(—2 < Z <2). By SND table

¢ Find P(0 < Z < 1.73).
Solution:a) Sincep=0andc=1,then ,P(Z>2)=1-P(Z<2)=1-0.9772 =.
0228.
b) Pi—2=2=2=2P(Z< 2)-1=0.9544
C) pPi=2 =173 = P(Z< 1.73) -P(Z< 0)=0.9582-0.5=0.5482
2- If Z is a standard normal random variable, find the value zysuch that:

a P2 =) =5

h P(Z = ;) = R643.

€ Pl—:zq = 72 =< zp) = M),
d Pil—m = & < zp) = W9,



Solution:a) P(Z >z, ) =1-P(Z< z5) = 0.5—p P(Z< z) =

The following table presents the standard nor

Solved exercises

tabled are

Note that only the pro
for & < 0, use the i

Normal Distribution

Table 111

1
2T

ity ®f—x) = 1 — &(x).

—_—g

~w 2 g,

istribution. The probabilities

ies for x = 0 are tabled. To obtain the probabilities

0

0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.y
0.8
0.9
1.0
11
1.2
13
14
LA
1.8
LY
1.8

2.0

A000
~daa
.B783
178
G4
6915
20T
-ThEQ
.TBEL
B158
B413
643
-B5d49
B032
51492
332
0462
H554
A4l
B7T13
ATTE

001 0.02
5040 5080
5438 5478
5832 EBT1
6217 6255
6591 6628
6950 _BOBG
7201 7324
Bl T642
7910 7039
B1B6  .8212
8438 Bd61
AERS  RASG
8869  .BESR
0049 .90G6
5207 922
9345 9357
9463 9474
564 5573
9649 D656
a7le 9726
ATTR 0783

0.03

H120
aalT
5810
6293
654
019
STEST
673
il
B238
B435
4708
A507
ooz
238
G370
BB
582
DG4
Araz
Bigy-1:]

004
5160
0T
5048
L6331
G700
.T064
1388
ST
TH5
BG4
B508
BTH
Ris i
8009
251
2352
8495
8501
A671
AT38
ST

0.05
5160
5596
G087
L6368
5736
7088
7422
TTad
8023
A28
A531
B740
8044
0116
0265
.5394
D505
0559
.9678
744
0758

0,06
5230
B636
G026
06
6772
7123
1454
LTTEd
8051
B315
B664
2770
062
8131
S279
L9406
B515
S608
AGEG
ATE0
8803

0.07
5275
5675
6084
G443
G808
7167
7486

ST

078
B340
BETT
&T90
A930
8147
292
D418

B525

A616
683
e sl
OE08

0,08 0.09
5319 5350
-afld 5753
6103 6141
B6480  G5IT
5844 .68TS
7190 7224
B O T
.7823  .VB52
.B108 .B133
B363 .B380
8599 8621
BRI BB30
LB087 0016
.B162 0177
5306 9319
A429 0 8441
JHE35 D545
D625 .BE33
698 9706
A761 9707
O812 81T

Sé ZO - O



Solved exercises

Solution : b) P(Z< z,) = 0.8643 ——) z,=1.10 (by table)
C) P (_ Zo </Z< Zo ) =.90 =>2 P(Z< Zo) —1=20.90 I::>I:)(Z< Zo) = 0.95
Thus, z,=1.645

3) company that manufactures and bottles apple juice uses a machine that
automatically fills 16-ounce bottles. There is some variation, however, in the
amounts of liquid dispensed into the bottles that are filled. The amount dispensed
has been observed to be approximately normally distributed with mean 16 ounces
and standard deviation 1 ounce. Use Table of SND, to determine the proportion of
bottles that will have more than 17 ounces dispensed into them.

Solution:
Note that the value 17 is (17 — 16)/1 = 1 standard deviation above the mean.
So, P(Z>1) =.1587.

Transform the value 17 to SND
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Functions of Random Variables and Their Distribution

In many statistical applications, given the probability distribution of a univariate random variable
X, one would like to know the probability distribution of another univariate random variable Y =
¢(X), where ¢ is some known function. For example, if we know the probability distribution of

the random variable X, we would like know the distribution of Y = In(X).
For univariate random variable X, some commonly used transformed random
VarlabIEYOfX are. T' — x‘_i1 VY = |‘:|5-_" Vo= ".-""rl‘:fl Vo= IIJ{X:I, VY = .";'”—!1_ and ¥ = {.‘f—;r‘}.—_

i

Similarly for a bivariate random variable (X, Y ), some of the most common transformations of X
andYare X +Y, XY, }l min{X, Y}, max{X,Y}or . /xZ Vi

In these lectures, we examine various methods for finding the distribution of a transformed
univariate or bivariate random variable, when transformation and distribution of the variable are
known. First, we treat the univariate case. Then we treat the bivariate case. We begin with an
example for univariate discrete random variable.



1)Distribution Function Method

If Y has probability density function f (y ) and if U is some function of Y, then we can find
Fy(u) = P(U <u) directly by integrating f (y ) over the region for which U < u.
The probability density function for U is found by differentiating F; (u).

The following example illustrates the method.

Example: A box is to be constructed so that the height is 4 inches and its base is X inches by
X inches. If X has a standard normal distribution, what is the distribution of the volume of
the box?

Answer: The volume of the box is a random variable, since X is a random variable. This
random variable V is given by variable. This random variable V is given by V =4X 2 . To
find the density function of V , we first determine the form of the distribution function G(v)
of V and then we differentiate G(v) to find the density function of V . The distribution
functionof Vis givenby 1 — 4x2



1)Distribution Function Method

2 VY1 1.2
Gv)=P(V <wv) :P(4X2§v):P(—%\/E§X§%\/E> :f \/7@—53; dz
_%\/1_; w
VP L s
=2 2T since the integrand is even).
/0 — et g )

Hence, by the Fundamental Theorem of Calculus, we get

0

d’U d’U

PDF of the Random Variable ¥V

0.5




1)Distribution Function Method

_ _ _ % for -1 <o <1
Example : If the density function of X'is  f(3) =

0 otherwise,
what is the probability density functionof y — X2 ?
Answer: We first find the cumulative distribution function of Y and then by

differentiation, we obtain the density of Y . The distribution function G(y) of Y is
given by :

VY
Gly)=P(Y <y) =P(X*<y) =P(—/y< X <y :ffgda: S
VY
Hence’ the denSity function Of Y iS given by PDFoftheR:.:ldomVariableX PDFofthx:RandomVa.riableY

o(y) = LEW _ WU _ 1 gor0< y<1. o TL
dy dy 2./ ] | - |




2) Moment Generating Function Method

We know that if X and Y are independent random variables, then
Mx vy (t) = Mx(t) My (t).
Tnis result can pe usea 1o nina the distribution of the sum X + Y . Like the

convolution method, this method can be used in finding the distribution of X +Y
if X and Y are independent random variables. We briefly illustrate the method
using the following example.

Example; Let X ~ POI(A1) and Y ~ POI(X2). Whatisthe probability
density function of X + Y if X and Y are independent?

Answer: Since , X ~ POI(\;) and Y ~ POI();), We g6t Mx(t) = M (<=1 and
My(t) — eAg (ef_l).

Further, since X and Y are independent, we have
Mxoy(t) = Mx(t) My (t) = e (e'=1) Az (e =1) — pr(e'=1)+A2(e"=1) _ 6()\1—0-)\2)(et—1)j

that is, X+Y ~ POI(A1+A2).  Hence the density function h(z) of Z = X+Y is given
by { e (AL + A2)* for =10,1,2,3, ..

h(Z) _ z!

0 otherwise.



2) Moment Generating Function Method

Example: What is the probability density function of the sum of two independent
random variable, each of which is gamma with parameters 0 and a?

Answer: Let X and Y be two independent gamma random variables with
parameters 0 and a, that is X ~ GAM(0, o) and Y ~ GAM(0, o). Therefore:

Mx(t) = (1 —6)~® and My (t) = (1 — 8)~, respectively. Since, X and 'Y are
independent, we have Mx. vy (t) = Mx(t) My (t) =(1-6)">(1-6)" =(1-0)"2
Thus X + Y has a moment generating function of a gamma random variable

with parameters 0 and 20. Therefore x +v ~ GAM(9,20).

*
Theorem() Let ¥y, Faoll,, Yo be mdependent random wvariables  with - moment-

generating functions wiy (), wry, (7). .. mry (2), respectively, IF U = ¥y +
4o+ ¥, then
My (F) =My ) 2y (1) = e 2 my A1),
Proof: M) = E[Frn-..l . |.:-*,J] = E(eMe™ . e

= E[.{-"l?'.] o E{Frl‘.:} o . .o E[{.l'l:'.'}l
Thus, by the definition of moment-generating functions,

M (T) = Wiy () o iy, (5] 3 e 2 ey (1),



2) Moment Generating Function Method

Example: Let ¥y, Ys, ..., ¥, be independent normally distributed random variables with
E(Y;) = p; and V(Y;) = crf, fori = 1,2,...,n, and let a;, a», ..., a, be
constants. If

U=} aYi=aYi+ah+ - +aY., thenUisa nmmally distributed random variable with
EU) = Zar'.u'i =aipi +ape + -+ antn andVU) = Z aiol = ajoi +ao) +- - +azo..

i=l

Solution: Because Y; is normally distributed with mean p;and variance o;2, Y; has

2

moment-generating function given by my, ) = exp (u,z + T) Therefore, a; Y;
has moment-generating function given by:

atott?
Mgy, (1) = E(€™") = my (a;t) = exp (,[L,’ﬂf?: + - 2’ )

Because the random variables Y; are independent, the random variables a; Y; are

Independent, fori=1,2,...,n,and Theorem (*) implies that:
my(t) = Mgy, (£) X Ma,y, (f) X -+ X Mgy, (1)
aalrz ayo;t P 0 s
=exp | piait + D X o X exp | upant + ———— > = €xXp ZH:.U«: + ao; | .
=1

no2 2
Thus, U has a normal distribution with mean Y ., a;i; and variance 21407 -
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Functions of Random Variables and Their Distribution

Example : Let each of the independent random variables X and Y have the

density function:
e ® for 0 <z < oo
-

0 otherwise.

What is the joint density of U = X and V = 2X + 3Y and the domain on
which this density is positive?
Solution: Since U = X,V =2X + 3Y, we get by solving for Xand Y :

, 1 2
X=U,yvy=-V-ZU
3 3

Hence, the Jacobian of the transformation is given by :

0z 0y Oxdy 1 2y 1
! = 2u o0 v du —1'(5)—“ (—5) — 3



Functions of Random Variables and Their Distribution
The joint density function of U and V is:

= ? — 1 p 1, 2, _ l —u _—itvtiu _ 1
glu,v) =|J| f(R(u,v), S(u,v)) = ‘g‘ f(u.; gu—gu) =ge eI =2

Since0<x<w,0<y<ow,wegetl<u<w,0<V<ow,

Further, since v = 2u + 3y and 3y > 0, we have v > 2u.

Hence, the domain of g(u, v) where nonzero is givenby 0<2u<v<w,
The joint density g(u, v) of the random variables U and V is given by:

%e_(uTH) for0<2u<v<oo
g(u,v) =

0 otherwise.

Example: Let X and Y be independent random variables, each with density

function { Ae™ A for 0 <z < oo

flz) =

0 otherwise,

where A > 0. Let U = X +2Y and V = 2X +Y. What is the joint density of U and V?



Functions of Random Variables and Their Distribution

Answer: Since U = X + 2Y, V = 2X +Y, we get by solving for X and Y:

1 2 2 1
X:—§U+§V ’ YIEU—QV

Hence, the Jacobian of the transformation is given by:

J_@@_@@_ 1 1 2\ (2 1 4 1
 Ou v Ov Ou (_5) (_§> a (5) (§> T9 9 3
The joint density function of U and V is:

1
g(u,v) = |J| f(B(u,v), S(u,v)) = H\ f(R(u,0)) f(S(u,0)) =g Ay _ %,\2 MB(2)+5 ()]
Lz (e,

Hence, the joint density g(u, v) of the random variables U and V is given by

%)\23_)‘($) forl<u<oo; 0<v <o
g(u,v) =

0 otherwise.



Functions of Random Variables and Their Distribution

Example: Let X and Y be independent random variables, each with density
function:

f(z) = e 3%, —00 < T < 00.

Let U = % and V =Y. What is the joint density of U and V7 Also, what is the density of U7
Answer: Since 7 — % ,V =Y, Wegetbysolving for XandY : X=UV,Y=V.
Hence, the Jacobian of the transformation is given by:

Ox Oy B dx Oy

Ou dv v du
The joint density function of U and V is

J =

=v-(1)—u-(0) =uo.

u,v) = |J R{w,v), S(u,v)) = |v R U, v 5 u,v)) =| L iRy L 182w
g(0) = 171 F(RGw ), $(00) = o] F(B(,v)) F(S(u,0)) = - bt L,

. 1 —l[Rz(u,v}—l—Sz{u,vj] - I 1 wiea?| 1 1,2 u®41

= o] 5- e = || 5= e8] b= o) e )

Hence, the joint density g(u, v) of the random variables U and V is given by

g(uv) = u] — e=3v*(v*+1) Where —oo <U<ooand —o <V <oo.
* 2m



Functions of Random Variables and Their Distribution

Next, we want to find the density of U. We can obtain this by finding the marginal
of U from the joint density of U and V . Hence, the marginal g, (u) of U is given

by
g1(u) = / glu,v)dv = [’C [U%e—%v?(um)dv

— 0

0 00 .
zf _vie—%vg(u2+1) d’?_l—l—/ wge—%vz(uz-i-l) dv
0

oo T T
_ i i 2 6_% wz(uz-l-l) ’ 4+ i 1 —2 e—% 'uz(uz—I—l) ~
27 \ 2 u2 41 e 27 \ 2 u2 41 0
1 1 1 1 1

27 uz_|_1+%u2_|_1 m(u2+1)
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