
1. Preface 
2. Confidence Intervals for the Mean When σ is Known 
3. Confidence Intervals for the Mean When σ is Unknown 
4. Confidence Intervals and Sample Size for Proportions 
5. Confidence Intervals for Variances and Standard Deviations 
 

Assi. Prof. Dr. Taher M. Ahmed 
Civil Engineering Department 

University of Anbar 

Chapter Seven 

Confidence Intervals 

and Sample Size 



Chapter Six 

Confidence Intervals and Sample Size 

 A survey by the Roper Organization found that 45% of the people who were 
offended by a television program would change the channel, while 15% would 
turn off their television sets. The survey further stated that the margin of error 
is 3 percentage points, and 4000 adults were interviewed. Several questions 
arise: 

1. How do these estimates compare with the true population percentages? 
2. What is meant by a margin of error of 3 percentage points? 
3. Is the sample of 4000 large enough to represent the population of all adults 
who watch television in the United States? 

1. Preface: 

 Inferential statistical techniques have various assumptions that must be met 
before valid conclusions can be obtained.  

1. The samples must be randomly selected.  
2. The sample size must be greater than or equal to 30 or less. 
3. The population must be normally or approximately normally distributed based 

on sample size. 



2. Confidence Intervals for the Mean When σ is Known 

2.1. A point estimate is a specific numerical value estimate of a parameter. The 
best point estimate of the population mean “µ” is the sample mean “𝑋 ". 

Example: The president  of university want to estimate the average age of the 
student (µ). He could select a random sample of 100 students and find the 
average age (𝑿 ) of these students, say, 22.3 years. From the sample mean, the 
president could infer that the average age of all the students is 22.3 years.  So 𝑿  is 
estimator for the population (µ). 

A good estimator should satisfy the following criteria: 

1. The estimator should be an unbiased estimator. That is, the expected value or 
the mean of the estimates obtained from samples of a given size is equal to the 
parameter being estimated. 
2. The estimator should be consistent. For a consistent estimator, as sample size 
increases, the value of the estimator approaches the value of the parameter 
estimated.  
3. The estimator should be a relatively efficient estimator. That is, of all the 
statistics that can be used to estimate a parameter, the relatively efficient 
estimator has the smallest variance 



2.2. An interval estimate of a parameter is an interval or a range of values used to 
estimate the parameter. This estimate may or may not contain the value of the 
parameter being estimated. 
• In an interval estimate, the parameter is specified as being between two 

values. For example, an interval estimate for the average age of all students 
might be 21.9 ≤ µ ≤ 22.7, or 22.3 ± 0.4 years. 

2.3. Confidence Intervals 

• The confidence level of an interval estimate of 
a parameter is the probability that the interval 
estimate will contain the parameter, assuming 
that a large number of samples are selected 
and that the estimation process on the same 
parameter is repeated. 

• A confidence interval is a specific interval 
estimate of a parameter determined by using 
data obtained from a sample and by using the 
specific confidence level of the estimate. 

• For instance, you may wish to be 95% confident that the interval contains the 
true population mean. 

Upper limit Lower limit 



Formula for the Confidence Interval of the Mean for a Specific α When σ is 
Known is: 

2.3. Confidence Intervals Formula 

𝑿 − 𝒁𝜶/𝟐
𝝈

𝒏
 < 𝝁 < 𝑿 + 𝒁𝜶/𝟐

𝝈

𝒏
 

• For a 90% confidence interval, za/2 = 1.65; for a 95% confidence interval, za/2  1.96; 
and for a 99% confidence interval, za/2 = 2.58. σ/2 is the standard error,  

• The term 𝒁𝜶/𝟐
𝝈

𝒏
 is called the 

margin of error (also called the 
maximum error of the estimate). For 
a specific value, say, α = 0.05, 95% of 
the sample means will fall within this 
error value on either side of the 
population mean. 
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• The margin of error also called the 
maximum error of the estimate is the 
maximum likely difference between 
the point estimate of a parameter and 
the actual value of the parameter. 

Assumptions for Finding a Confidence 
Interval for a Mean When σ Is Known 
1. The sample is a random sample. 
2. Either n  30 or the population is 
normally distributed if n  30. 



 Assumptions for Finding a Confidence Interval for a Mean When σ Is Known 
1. The sample is a random sample. 
2. Either n ≥ 30 or the population is normally distributed if n < 30. 

Example 1: A researcher wishes to estimate the number of days it takes an 
automobile dealer to sell a Chevrolet Aveo. A sample of 50 cars had a mean time 
on the dealer’s lot of 54 days. Assume the population standard deviation to be 
6.0 days. Find the best point estimate of the population mean and the 95% 
confidence interval of the population mean. 

Solution 
The best point estimate of the mean is 54 
days. For the 95% confidence interval use 
z = 1.96 (from table E). 

𝑿 − 𝒁𝜶/𝟐
𝝈

𝒏
 < 𝝁 < 𝑿 + 𝒁𝜶/𝟐

𝝈

𝒏
 

𝟓𝟒 − 𝟏. 𝟗𝟔
𝟔.𝟎

𝟓𝟎
 < 𝝁 < 𝟓𝟒 + 𝟏. 𝟗𝟔

𝟔.𝟎

𝟓𝟎
 

𝟓𝟒 − 𝟏. 𝟕𝟎 < 𝝁 < 𝟓𝟒 + 𝟏. 𝟕𝟎 

𝟓𝟐. 𝟑 < 𝝁 < 𝟓𝟓. 𝟕    𝑶𝑹  𝟓𝟒 ± 𝟏. 𝟕𝟎 

−𝟏. 𝟕𝟎              + 𝟏. 𝟕𝟎 

𝟓𝟐. 𝟑 < 𝝁 < 𝟓𝟓. 𝟕  

𝟗𝟓% 0.025                                                            0.025 

One can say with 95% confidence that 
the interval between 52.3 and 55.7 days 
does contain the population mean, 
based on a sample of 50 automobiles. 



Example 2: A survey of 30 emergency room patients found that the average 
waiting time for treatment was 174.3 minutes. Assuming that the population 
standard deviation is 46.5 minutes, find the best point estimate of the population 
mean and the 99% confidence of the population mean. 

The best point estimate is 174.3 
minutes. The 99% confidence is 
interval use z = 2.58 (from table E). 

Solution 

𝑿 − 𝒁𝜶/𝟐
𝝈

𝒏
 < 𝝁 < 𝑿 + 𝒁𝜶/𝟐

𝝈

𝒏
 

174.3 − 2.58
46.5

30
 < 𝜇 < 174.3 + 2.58

46.5

30
 

174.3 − 21.9 < 𝜇 < 174.3 + 21.9 

152.4 < 𝜇 < 196.2 

One can say with 99% 
confidence that the mean 
waiting time for emergency 
room treatment is between 
152.4 and 196.2 minutes. 

Example 3: The following data represent a 
sample of the assets (in millions of dollars) of 30 
credit unions in southwestern Pennsylvania. Find 
the 90% confidence interval of the mean. 



1. Find the mean and standard deviation (𝑋 = 11.091 , 𝜎 = 14.405. 

2. Confident intervals = 0.9 ; α= 1- 0.9= 0.1 ; α/2= 0.05. 
3. Zα/2 = 1.68 from table E. 

 
 

Solution 

𝑿 − 𝒁𝜶/𝟐
𝝈

𝒏
 < 𝝁 < 𝑿 + 𝒁𝜶/𝟐

𝝈

𝒏
 

11.091 − 1.65
14.405

30
 < 𝜇 < 11.091 + 1.65

14.405

30
 

11.091 − 4.339 < 𝜇 < 11.091 + 4.339 6.752 < 𝜇 < 15.430 

3. Sample Size 
• Sample size depends on: the margin of 

error, the population standard deviation, 
and the degree of confidence.  

• the margin of error formula is: 
𝟏 − 𝜶 

𝑬 =  𝒁𝜶/𝟐
𝝈

𝒏
  

𝑬                 𝑬 

E = the margin of error 

• where E is the margin of error. If necessary, round the 
answer up to obtain a whole number. That is, if there is 
any fraction or decimal portion in the answer, use the 
next whole number for sample size n. 

𝐧 = 
𝐙𝛂/𝟐. 𝛔

𝐄

𝟐

 



Example 4: A scientist wishes to 
estimate the average depth of a 
river. He wants to be 99% 
confident that the estimate is 
accurate within 2 feet. From a 
previous study, the standard 
deviation of the depths 
measured was 4.33 feet. 

Solution α =  1 - 0.99 = 0.01; From table E  
Za/2 = 2.58 E = 2;  σ = 4.33. 

𝐧 =  
𝐙𝛂/𝟐. 𝛔

𝐄

𝟐

 𝐧 =
𝟐. 𝟓𝟖 × 𝟒. 𝟑𝟑

𝟐

𝟐

 

𝐧 = 𝟑𝟏. 𝟐    𝐧 = 𝟑𝟐    

4. Confidence Intervals for the Mean When σ is Unknown 

Most of the time, the value of “σ” 
is not known, so it must be 
estimated by using “S”, namely, 
the standard deviation of the 
sample. When S is used, especially 
when the sample size is small, the 
Student t distribution, most often 
called the t distribution is used 
instead of normal distribution (Z). 𝒕 =

𝑿 − 𝝁

𝑺
 



 The t distribution shares some characteristics of the normal distribution and 
differs from it in others.  

Similarity: between t and normal distributions: 
1. It is bell-shaped. 
2. It is symmetric about the mean. 
3. The mean, median, and mode are equal to 0 and are located at the center of the 
distribution. 
4. The curve never touches the x axis. 
The t distribution differs from the standard normal distribution in the following: 
1. The variance is greater than 1. 
2. The t distribution is actually a family of curves based on the concept of degrees of 
freedom, which is related to sample size. 
3. As the sample size increases, the t distribution approaches the standard normal 
distribution. 

 Formula for a Specific Confidence 
Interval for the Mean When S is 
Unknown 

𝑿 − 𝒕𝜶/𝟐
𝑺

𝒏
  < 𝝁 < 𝑿 + 𝒕𝜶/𝟐

𝑺

𝒏
 

• The values for ta/2 are found 
in Table F.  

• Degree of freedom d.f. = n-1 



Example 5: Find the ta2 value for a 
95% confidence interval when the 
sample size is 22. 

Solution 
The d.f. = 22 – 1 = 21.  
Find 21 in the left column and 95% 
in the row labeled Confidence 
Intervals. The intersection where 
the two meet gives the value for 
ta/2, which is 2.080.  



 Assumptions for Finding a Confidence Interval for a Mean When S is Unknown 
1. The sample is a random sample. 
2. Either 𝑛 ≥ 30 or the population is normally distributed if 𝑛 < 30 

Example 6: Ten randomly selected people were asked how long they slept at night. The 
mean time was 7.1 hours, and the standard deviation was 0.78 hour. Find the 95% 
confidence interval of the mean time. Assume the variable is normally distributed. 

Solution 
Since σ is unknown and S must replace it, the t distribution (Table F) must be 
used for the confidence interval.  
d.f. = 10 -1 = 9                   

Substituting in the formula. 

The confidence interval = 95% ta/2 = 2.262 

𝑿 − 𝒕𝜶/𝟐
𝑺

𝒏
  < 𝝁 < 𝑿 + 𝒕𝜶/𝟐

𝑺

𝒏
 

7.1 − 2.262
0.78

10
  < 𝜇 < 7.1 + 2.262

0.78

10
 6.54 < 𝜇 < 7.66 

Therefore, 95% confident that the population mean is between 6.54 and 7.66 hr. 

Example 7: The data represent a sample of the number of home fires started by 
candles for the past several years. (Data are from the National Fire Protection 
Association.) Find the 99% confidence interval for the mean number of home fires 
started by candles each year. 5460    5900    6090    6310    7160    8440    9930 



Solution 
• Find the mean and standard deviation for the data. (𝑋 = 7041.4 & 𝑆 = 1610.3)   
• Confidence interval = 99%; d.f. = 6.  From table tα/2 = 3.707.  

• Substitute in the formula and solve. 𝑿 − 𝒕𝜶/𝟐
𝑺

𝒏
  < 𝝁 < 𝑿 + 𝒕𝜶/𝟐

𝑺

𝒏
 

7041.4 − 3.707
1610.3

7
  < 𝜇 < 7041.4 + 3.707

1610.3

7
 4785.2 < 𝜇 < 9297.6 

• So, at 99% confident that the population mean number of home fires started 
by candles each year is between 4785.2 and 9297.6. 

OVERALL: As stated previously, when σ is 
known, Zα/2 values can be used no matter 
what the sample size is, as long as the 
variable is normally distributed or n≥30. 
When σ is unknown and n≥30, then S can be 
used in the formula and tα/2 values can be 
used. Finally, when σ is unknown and n<30, 
S is used in the formula and tα/2 values are 
used, as long as the variable is 
approximately normally distributed. 



5. Confidence Intervals for Variances and Standard Deviations 
• In statistics, the variance and standard deviation of a variable are as important as 

the mean. For example, when products that fit together (such as pipes) are 
manufactured, it is important to keep the variations of the diameters of the 
products as small as possible; otherwise, they will not fit together properly and 
will have to be scrapped. In the manufacture of medicines, the variance and 
standard deviation of the medication in the pills play an important role in making 
sure patients receive the proper dosage. For these reasons, confidence intervals 
for variances and standard deviations are necessary. 

• To calculate these confidence intervals, a new statistical distribution is needed. It 
is called the chi-square distribution (𝝌𝟐). 

• The chi-square variable is similar to the t variable in that its distribution is a family 
of curves based on the number of degrees of freedom.  

• The chi-square distribution is obtained from the values of 

𝛘𝟐 =
(𝐧 − 𝟏)𝐒𝟐

𝛔𝟐
 It is normal 

distributed 
population 

Sample’s 
variance 



• A chi-square variable cannot be 
negative, and the distributions are 
skewed to the right. At about 100 
degrees of freedom, the chi-square 
distribution becomes somewhat 
symmetric. The area under each chi-
square distribution is equal to 1.00. 

• Table G gives the values for the chi-
square distribution. 



Solution: 
To find 𝝌𝟐 right, α = 1 - 0.90 = 0.10; α/2 = 0.05. 
To find 𝝌𝟐 left, α = 1 - 0.95 = 0.05.  
d.f. = n-1=25-1=24 
Hence, use the 0.95 and 0.05 columns and the row corresponding to d.f. = 24.  
• From table: 𝝌𝟐 = 36.415 at right;  and 𝝌𝟐 = 13.848 at left 

Example 8: Find the values for 𝝌𝟐 right and 𝝌𝟐 left for a 90% confidence interval 
when n  25. 

𝝌𝟐 ≥ 0 



5.1. Confidence Interval for a Variance (𝒏 − 𝟏)𝑺𝟐

𝝌𝟐
𝒓𝒊𝒈𝒉𝒕

< 𝝈𝟐 <
(𝒏 − 𝟏)𝑺𝟐

𝝌𝟐
𝒍𝒆𝒇𝒕

 

5.2. Confidence Interval for a Standard Deviation 

𝒅. 𝒏.= 𝒏 − 𝟏 

(𝒏−𝟏)𝑺𝟐

𝝌𝟐𝒓𝒊𝒈𝒉𝒕
< σ <

(𝒏−𝟏)𝑺𝟐

𝝌𝟐𝒍𝒆𝒇𝒕
 

Assumptions: 
1. The sample is a random sample. 
2. The population must be normally distributed 

Example 9: Find the 95% confidence interval for the variance and standard 
deviation of the nicotine content of cigarettes manufactured if a sample of 20 
cigarettes has a standard deviation of 1.6 milligrams. 

α = 1 − 0.95 = 0.05  
α/2= 0.05/2= 0.025  (right)                               

𝜒𝑟𝑖𝑔𝑕𝑡
2 = 𝜒0.025

2 = 32.852   

𝑑. 𝑛. = 𝑛 − 1 = 20 − 1 = 19 

Solution 

1- α/2 =0.975  (left)                               

𝜒𝑙𝑒𝑓𝑡
2 = 𝜒0.975

2 = 8.907 

(n − 1)S2

χ2right
< σ2 <

(n − 1)S2

χ2left
 

(20 − 1)(1.6)2

32.852
< σ2 <

(20 − 1)(1.6)2

8.907
 

𝟏. 𝟓 < 𝛔𝟐 < 𝟓. 𝟓 



(𝒏−𝟏)𝑺𝟐

𝝌𝟐𝒓𝒊𝒈𝒉𝒕
< σ <

(𝒏−𝟏)𝑺𝟐

𝝌𝟐𝒍𝒆𝒇𝒕
 

(𝟏𝟗)(𝟏.𝟔)𝟐

𝟑𝟐.𝟖𝟓𝟐 
< σ <

(𝟏𝟗)(𝟏.𝟔)𝟐

𝟖.𝟗𝟎𝟕 
 

𝟏. 𝟐 < σ < 𝟐. 𝟑 

1-α=0.95 α/2 

α/2 

𝜒𝑙𝑒𝑓𝑡
2 = 8.907 𝜒𝑟𝑖𝑔𝑕𝑡

2 = 32.852 

Example 10: Find the 90% 
confidence interval for the 
variance and standard 
deviation for the stability 
test of asphalt cores in kN. 
The data represent a 
selected sample from a 
specific mix designed for a 
road. Assume the variable 
is normally distributed. 59   
54   53   52   51   39   49   
46   49   48 

Solution: 
• Determine the variance for the data; S2= 28.2. 
• 1 − 𝛼 = 1 − 0.9 = 0.1 ; 𝛼𝑙𝑒𝑓𝑡 = 0.05, 

     𝛼𝑟𝑖𝑔𝑕𝑡 = 0.9 + 0.05= 0.95;  𝑑. 𝑛. = 𝑛 − 1 = 10 − 1 = 9 

• Find 𝜒𝑙𝑒𝑓𝑡
2  from Table = 3.325; 𝜒𝑟𝑖𝑔𝑕𝑡

2  from Table = 16.919  

(n − 1)S2

χ2right
< σ2 <

(n − 1)S2

χ2left
 
(9)(28.2)

16.919
< σ2 <

(9)(28.2)

3.325
 

𝟏𝟓 < 𝛔𝟐 < 𝟕𝟔. 𝟑 

(𝒏−𝟏)𝑺𝟐

𝝌𝟐𝒓𝒊𝒈𝒉𝒕
< σ <

(𝒏−𝟏)𝑺𝟐

𝝌𝟐𝒍𝒆𝒇𝒕
 3.87 < σ < 𝟖. 𝟕𝟑 


