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Uniform distribution
Definition  : A random variable X has a discrete uniform distribution and it is 

referred to as a discrete uniform random variable if and only if its probability 
mass function  is given by:

We denoted by: (X~DU(k))
Proof:  You do that.

Expectation and Variance:

, So,                                             Def. of Var. 

Tp proof that you have to use                       



Uniform distribution
Moment generating  and Characteristic function :

If X is a r.v. distributed as a discrete uniform dist., then the m.g.f. of 
X is given as follows:
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By the same way, we can get the characteristic function as follows:

𝜑 𝑋(𝑡) =
𝑒𝑖𝑡 𝑒𝑘𝑖𝑡−1

𝑘 𝑒𝑖𝑡−1
;
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Uniform distribution

Distribution function: The distribution function of a discrete uniform random 
variable X is: 

𝐹 𝑋 = 𝑃 𝑋 ≤ 𝑥 = σ𝑢=1
𝑥 𝑓(𝑢) = σ𝑢=1

𝑥 1

𝑘
=

𝑥

𝑘
; 𝑥 = 1,2, … , 𝑘

Example1: Let X~DU(8). Find pmf, CDF, E(X), Var(X) and P(X ≤4).

Sol.: f(x)=
1

8
, F x =

𝑥

8
, 𝐸 𝑋 = 4.5, 𝑉𝑎𝑟 𝑋 =

63

12

P X ≤ 4 = 𝐹 4 = 0.5. (Try to find P X ≥ 3 ?).

Example2: Let X~DU(k).Find the mean and the variance of Y=a+bX where a 

and be are two real constants.

Sol.: It will be direct by using the properties of discrete uniform distribution.



5-Hypergeometric Distribution

Consider a collection of n objects which can be classified into two

classes, say class 1 and class 2. Suppose that there are 𝑛1 objects in class

1 and 𝑛2 objects in class 2. A collection of r objects is selected from these

n objects at random and without replacement. We are interested in finding

out the probability that exactly x of these r objects are from class 1. If x

of these r objects are from class 1, then the remaining r − x objects must

be from class 2. We can select x objects from class 1 in any one of
𝑛1
𝑥

ways. Similarly, the remaining r − x objects can be selected in
𝑛2
𝑟−𝑥

ways. Thus, the number of ways one can select a subset of r objects

from a set of n objects, such that x number of objects will be from class 1

and r − x number of objects will be from class 2, is given by
𝑛1
𝑥

𝑛2
𝑟−𝑥

Hence,



Hypergeometric Distribution

Definition : A random variable X is said to have a hypergeometric distribution if 

its probability mass function is of the form:

We shall denote such a random variable by

writing

Example :Suppose there are 3 defective items in a

lot of 50 items. A sample of size 10 is taken at

random and without replacement.  Let X denote the

number of defective items in the sample. What is the

probability that the sample contains at most one

defective item?



Hypergeometric Distribution

Theorem



Hypergeometric Distribution

The last equality is obtained since                                            where σ𝑖=0
𝑛 𝑎

𝑖
𝑏
𝑛−𝑖

= 𝑎+𝑏
𝑛



Similarly, we find the second factorial moment of X to be

Therefore, the variance of X is

Distribution Function:The distribution function of a discrete hypergeometric

random variable X is: 

𝐹 𝑋 = 𝑃 𝑋 ≤ 𝑥 = σ𝑘=𝑐
𝑥

𝑛1
𝑥

𝑛2
𝑟−𝑥

𝑛1+𝑛2
𝑟

, where c=max(0,r-𝑛1 + 𝑛2)



Moment generating function :
The m g. f. of a discrete hypergeometric random variable X is: 

𝑀𝑋 𝑡 =
𝑛1 − 𝑟 ! 𝑛1 − 𝑛2 !

𝑛1
. 𝐻 −𝑟;−𝑛2; 𝑛1 − 𝑛2 + 1; 𝑒𝑡

where 𝐻 −𝑟;−𝑛2; 𝑛1 − 𝑛2 + 1; 𝑒𝑡 =σ𝑗=0
∞ −𝑟 𝑗 −𝑛2

𝑗 𝑒𝑡
𝑗

(𝑛1−𝑛2−𝑟+1)
𝑗 𝑗!

and in general , 

for any number a , then :

𝑎 𝑗 = 𝑎 𝑎 + 1 𝑎 + 2 … 𝑎 + 𝑗 − 1 .

Note: Let X1, X2 are r.v’s distributed as Ber(p). If X2 is not independent of 

X1, and we should not expect X to have a binomial distribution. (why?)



See you next Lecture


