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Uniform distribution

Definition : A random variable X has a discrete uniform distribution and it is
referred to as a discrete uniform random variable if and only if its probability
mass function is given by:

fix) = l forx=12.....k,
k We denoted by: (X~DU(k))
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Proof: You do that.
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Uniform distribution

Moment generating and Characteristic function :

If X is a r.v. distributed as a discrete uniform dist., then the m.g.f. of
X is given as follows:

series

k k
Geometric My = E(etX) = %z etX — %Z 7% 7 = et
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By the same way, we can get the characteristic function as follows:
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Uniform distribution

Distribution function: The distribution function of a discrete uniform random
variable X is:

1 X

F(X):P(XSX): fL:lf(U,): icl=1;=; ;X:].,Z,...,k

Examplel: Let X~DU(8). Find pmf, CDF, E(X), Var(X) and P(X <4).
Sol.: f(x):é , F) =2, E(X) = 4.5,Var(X) = %
P(X<4)=F(4) =0.5.(Try to find P(X = 3)?).

Example2: Let X~DU(k).Find the mean and the variance of Y=a+bX where a
and be are two real constants.

Sol.: It will be direct by using the properties of discrete uniform distribution.



5-Hypergeometric Distribution

Consider a collection of n objects which can be classified into two
classes, say class 1 and class 2. Suppose that there are n, objects in class
1 and n, objects in class 2. A collection of r objects is selected from these
n objects at random and without replacement. \WWe are interested in finding
out the probability that exactly x of these r objects are from class 1. If x
of these r objects are from class 1, then the remaining r — X objects must
be from class 2. We can select x objects from class 1 in any one of

n . .. . .
(xl)ways. Similarly, the remaining r — x objects can be selected In

(r’izx) ways. Thus, the number of ways one can select a subset of r objects

from a set of n objects, such that x number of objects will be from class 1
and r — x number of objects will be from class 2, Is given by (”;1)

(T_Zx) Hence, () ()
4

P{X=2)=

where r <, # < r; and r — z < na.



Hypergeometric Distribution

Definition : A random variable X is said to have a hypergeometric distribution if

Its probability mass function is of the form:

() (20

flz) = i

where & <y and v — 2 = na with ny and ne being two positive integers.

We shall denote such a random variable by

ertlng N o~ HY Pl na, ).

Example :Suppose there are 3 defective items in a
lot of 50 items. A sample of size 10 is taken at
random and without replacement. Let X denote the
number of defective items in the sample. What is the
probability that the sample contains at most one

defective item?

=012 . ..r

Out of n1 oblects
x will be
salactad

abjects
rex will
be
chose

Fram
ni+n2
objects
select 1
chjects
such Lthal x
objects are
of class | &
r-x are of

class Il




Hypergeometric Distribution

Answer: Clearly, X ~ HY P(3, 47, 10). Hence the probability that the
sample contains at most one defective item is

P(X <1)=P(X =0)+ P(X =1)

() Go) , © ()

() (o)
= 0.504 + 0.4
= 0.904.

Theorem If X ~ HY P(ny,nz,r), then

n
1+ N9

Va-er]=q*( ™ )( na )(”l*”?“")
n + ne n1 + no ny+ne—1/"

EX)=r




Hypergeometric Distribution

Proof: Let X ~ HY P(ni,ns,v). We compute the mean and wariance of
X by computing the first and the second factorial moments of the random
variable X. First, we compute the first factorial moment (which is same as
the expected value) of X. The expected value of X is given by

B(X) =3 a (=)

)0
=27

— 131 2
— n, Z (ﬂl l} (T—:::
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=r where y = x — 1

e

=r —.
i1 + Tz

r—1 frn1—1 Tta
The last equality is obtained since > ( Elflll-,E'::i_y) =1. where Z’Lo(?)(nIii) = (a;b)

y=0 -1 )



Similarly, we find the second factorial moment of X to be

r(r—1)ny (ny — 1)

E(X(X — 1)) — (ﬂrl + ﬂz) (nl + 119 —

1’ Therefore, the variance of X is

Var(X) = B(X?) - E(X)?
= EB(X(X -1))+ E(X) - B(X)?
r(r—1)ng (nqg — 1) 1 ( ™ )2
+ —-|r

= T
(n1 +ng) (ny +ne — 1) 11 + 79 11 + no

_ T o ny + o —7r
U Ay 4 ni+na) \ng+ne—1/"

Distribution Function:The distribution function of a discrete hypergeometric
random variable X is:

nq no
FX)=P(X <x) =Y7%_, ((’,‘11)&2'295 , Where c=max(0,r-n; + n,)




Moment generating function :

The m g. f. of a discrete hypergeometric random variable X is:

n—nr)l(ni —n,)!
My (t) :( - )n( - 2) H(—1;—ny;ny —ny + 1; %)
1

Ul (—n ) (et)
. — ty_yoo  MYI(=ng)Yi(e) :
where H(—1; —ny;ny —ny + 1;e°)=2:1, E—— and in general ,

for any number a, then :
all =a(a+1D(a+2)..(a+j—1).

Note: Let X1, X2 are r.v’s distributed as Ber(p). If X2 is not independent of
X1, and we should not expect X to have a binomial distribution. (why?)



See you next Lecture




