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v' Continuous distributions
3- Normal distribution

Definition
Expected value Variance
Moment generating function

Characteristic function

Standard Normal distribution



Normal distribution

Definition: A random variable X is said to have a normal distribution if its
probability density function is given by:
1
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where —oo < < o0 and 0 < o < co are arbitrary parameters. If X has a
normal distribution with parameters p and o2 , then we write X ~N(u, a2).

Proof: we must check that f is nonnegative iy

and it integrates to 1.The nonnegative part g
function is always positive. Hence using

property of the gamma function, we show that
f integrates to 1 on IR.




Normal distribution

Proof:
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From lecture 7 Lemma 3
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Normal distribution

Theorem: If X ~N(u, 02),then B(X) =y, Var(X)=02 and M(t) =er+377",

Proof: We prove this theorem by first computing the moment generating function and
finding out the mean and variance of X from it.
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So, M(t)=1 ———



Normal distribution
Proof: The first two derivatives of the m.g.f. of X is:

M'(t) = (ﬂH-U f) EXP(H«T-F Lo ) M"(t) = ( w +02f]2+02) exp(,u,t + %O’ztz)
Plugging t = 0 into each of these derivatives yields:
EX)=M'(0)=u and Var(X) = M"(0) — (M'(0))?= o*

Characteristic function: If X~ N(u, o2), then

|
Wy (1) = exp (u:r Eu‘ﬂ")

Proof: Same as the proof of m.g.f



Normal distribution

Example: If X is any random variable with mean p and variance o2 > 0, then

. . X—-
what are the mean and variance of the random variable Y = T”?

Answer: The mean of the random variable Y is ;

a

X — 1
B0 ) =E () = Lpx - Lo —y=L o =00

The variance of Y Is given by:

X —pu 1 1 .
Var(Y) = Vaﬁr( - ) =2 Var (X — p)= - Var(X) = ) a2 = 1.
Hence, if we define a new random variable by taking a random variable and

subtracting its mean from it and then dividing the resulting by its standard
deviation, then this new random variable will have zero mean and unit variance.



Normal distribution

Definition: A normal random variable is said to be standard normal, if its
mean IS zero and variance IS one. We denote a standard normal random

variable X by X ~N(0,1).
The probability density function of standard normal distribution is the
following:

—00 < < 00




SEE YOU IN THE NEXT
LECTURE



