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, LECTURE 16#
> Qutline :-

> Functions of Random Variables and Their Distribution

3) Transformation Method
- For Univariate Case
- For Bivariate Case
- Different Examples



Functions of Random Variables and Their Distribution

Input Variable (s) Output Variable

X\_‘ //..lr‘(

Examples:

sin (x) exp (X) x x3+ x4 5x+ 12
e

cos (x) In (x) 2[x  cosh(x)

tan (x) tan”' () x!
3)Transformation Method for Univariate Case :

Theorem : Let X be a continuous random variable with probability density function

f(x). Let y = T(X) be an increasing (or decreasing) function. Then the density function
of the random variable Y = T(X) is given by: ‘ 20 dz
g9\y) =

dy

f (W(y))‘

where x = W(y) is the inverse function of T(x).

Proof: Suppose y = T(X) is an increasing function. The distribution function G(y) of Y

Is given by Gly)=P(Y <y)

=P(T(X) <y)
=P (X <W(y))

W(y)



3)Transformation Method

Then, differentiating we get the density function of Y , which Is:

dG(y) d { [V L aw(y) _ dz . _
9(y) = s —d—J(/ _ @) = pwiy) K =fWy) g, (since z=W(y)).

On the other hand, iIf y = T(x) is a decreasing function, then the distribution
function of Y Is given by:

Gy)=PY <y)=P(T(X)<y) =P (X >Wl(y)) (since T(z) is decreasing)

W (y)
=1-P(X <W(y) = 1—/ " fa@)de.

— 0

As before, differentiating we get the density function of Y , which Is:

1G(. W) ' - |
g(y) =" d;‘") {;; (1 - ] f(@) dm) — —f(W(y)) d";@f""’) = —f(W(y)) j—"; (since x = W(y)).

Hence, combining both the cases, we get:

dx

‘ 9(y) = &

Wy ))‘




3)Transformation Method

Example: Let Z = X;'“. IfX ~N (,u,, 02); what is the probability density function of Z7
Answer: z=U(z)==-—%. Hence, the inverse of U is given by:

a

W(z)=z =0z+ pu.
Therefore:

Hence, by above Theorem, the density of Z is given by

dx 1 _;(W(zj—u)z 1 1 (zdﬂa—u)? 1 e
=|—| f(W =0 e 2 a = e ! a =—e 2"
9(z) dz F(W(y)) m \/E Vor
Example:
Let Z = % If X ~ N (p,02), then show that Z? is chi-square with one degree of freedom, that Z* ~ x*(1).
Answer:
T — 2
y:T($):( . ) =g+ 0VY. Wy) =p+ o, y > 0.
dx a

dy 2y



3)Transformation Method

The density of Y is:

dx 1 1 1 _i(ww—n)? 1 1 (ﬁaw—rn)?
— | m}' = D — [’V— f— 2 2( o ) — e 2 Loa
9W) = |3, | TWW) = 57 W) vt LT
=;e~%y :71 y_% e Y _—_ ! o —%'y
2v2my 20T V2 IENORZ AN

Hence Y ~ x?(1).

Example : LetY =—In X. If X ~ UNIF(0, 1), then what is the density function of Y
where nonzero?
Answer: We are giventhat: y =T(z) = —Inx.

Hence, the inverse of y = T(X) isgiven by W(y) =2 =e¥. Therefore
dx

=T e,
dy

Hence, by above Theorem, the probability density of Y is given by

o(6) = | S| 1OV = o= gy = e

Thus Y ~ EXP(1). Hence, if X ~ UNIF(0, 1), then the random variable
—In X ~ EXP(1).



3) Transformation Method for Bivariate Case

Although all the examples we have iIn this section involve continuous random
variables, the transformation method also works for the discrete random
variables.

Theorem : Let X and Y be two continuous random variables with joint density
f(x, y). Let U = P(X, Y ) and V = Q(X, Y ) be functions of X and Y . If the
functions P(X, y) and Q(X, y) have single valued inverses, say X = R(U, V ) and
Y = S(U, V), then the joint density g(u, v) of U and V is given by:

glu,v) = [J| f(R(u,v), S(u,v)),
where J denotes the Jacobian and given by ;7 — get ( o %) _ Oz dy Oz oy

du
9y Oy
Hu Fakt)

Example: Let X and Y have the joint probability density function

S8y for0<z<y<1
fla,y) =

0 otherwise.

What is the joint density of U= andV =Y ?



3) Transformation Method for Bivariate Case

Answer: Since U = ; and v =v ,we get by solving for X and Y-
X=UY=UV and Y=V.
Hence, the Jacobian of the transformation is given by

dr dy Oz Oy ) _
J= o =55, — V1w 0 =

The joint density function of U and V Is

g9(u,v) = [J| f(R(u,v), S(u,v)) = |v| f(uv,v) =v8(uv)v =8uv’.

Note that, since 0 <x <y <1, we have 0 <uv <v < 1. The last inequalities yield
O<uv<vandO0<v<l Therefore, we get0 <u<1and0<v<1l Thus, the
joint density of U and V is given by

8 uv3 for0<u<]; O<v<l
g(u,v) =

0 otherwise.
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LECTURE



