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_ LECTURE 17#
> Qutline :-

> Functions of Random Variables and Their Distribution

- More applications



Functions of Random Variables and Their Distribution

Example : Let each of the independent random variables X and Y have the
density function:
e * for0 <z <oo
-

0 otherwise.

What Is the joint density of U = X and V = 2X + 3Y and the domain on
which this density is positive?
Solution: Since U = X,V = 2X + 3Y, we get by solving for X and Y :

] 1 2
X=U , vy=-V-Z2U.
3 3

Hence, the Jacobian of the transformation is given by :

Oz 0y Oz dy 1 2y 1
I = 2 ov v du —1'(5)‘“'(—5)—5-



Functions of Random Variables and Their Distribution

The joint density function of U and V is:

1 1 2
o) = 171 (Rus0): S0,) =[5 £ (. 3o Fu) = gem em¥ord =

Since0<x<ow,0<y<ow,wegetd<u<ow,0<V<w,

Further, since v = 2u + 3y and 3y > 0, we have v > 2u.

Hence, the domain of g(u, v) where nonzero isgivenby 0<2u<v<w.
The joint density g(u, v) of the random variables U and V is given by:

g(u,v) = {

Example: Let X and Y be independent random variables, each with density
function { ) e—Ae

e_(uﬂﬂ) for0<2u<v<oo

Lol

o

otherwise.

for 0 <z < oo
flx) =

0 otherwise,

where A > 0. Let U = X +2Y and V = 2X + Y. What is the joint density of U and V7



Functions of Random Variables and Their Distribution

Answer: Since U = X + 2Y, V =2X +Y, we get by solving for X and Y-

1 2 2 1
X:—§U+§V ’ YZEU_ﬁV

Hence, the Jacobian of the transformation is given by:

S_Ozoy dmoy _ (1 1 2\ /2 141
 Oudv v Ou (_5) (_g) a (5) (5) "9 9 3
The joint density function of U and V is:

1
g(u,v) = |J| f(R(u,v), S(u,v)) = H\ F(R(u,v)) F(S(u,v)) =5 A0\ _ %,\2 A UR(s) +5 ()]
L2 e-a(s2),

Hence, the joint density g(u, v) of the random variables U and V is given by

%)\23_)‘($) forl<u<oo; 0<v <o
g(u,v) =

0 otherwise.



Functions of Random Variables and Their Distribution

Example: Let X and Y be independent random variables, each with density
function:

f(z) = e 2% —00 <z < 00.

Let U = % and V =Y. What is the joint density of U and V7 Also, what is the density of U?

Answer: Since 7 — % vV =Y, wegetbysolving for XandY : X=UV,Y=V.
Hence, the Jacobian of the transformation is given by:

Ox Oy B dx Oy
ou v Ov du
The joint density function of U and V is

J = =v-(1)—u-(0) =,

u,v) = |J w,v), S(u,v)) = |v u, v S(u,v)) =|; L iR L 157
9u,) = 7] F(R(w,v), S(u,2)) = [o] J(R(w,)) F(S(u,0)) =p L e b0 L
_ 1 —l[RE(u,v)—l—Sg(u,’u)] . 1 1 uv? 402 I 1,2 uZ+1

Hence, the joint density g(u, v) of the random variables U and V is given by

1
g(u,v) = |y 5 e_%vg("‘?"’l)j where —o<u<owand —o<v<ow,



Functions of Random Variables and Their Distribution

Next, we want to find the density of U. We can obtain this by finding the marginal
of U from the joint density of U and V . Hence, the marginal g, (u) of U is given

by
g1(u) = / glu,v)dv = [C [U%e—%vﬁ(um)d@

P T 2T
) 0 0o
_ L (LY L2 ) PRI N e S P Caey
2 \ 2 w2 41 e 27 \ 2 u+1 0
1 1 1 1 1

o ’-{L2—|—1+2ﬂ' u? 41 m(u2+1)



