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Transformation Methods of Two
Dimensional



When two random variables are involved, many interesting problems can resullt.
In the case of a single-valued inverse, the rule is about the same as that in the
one-variable case, with the derivative being replaced by the Jacobian. That is, if X,
and X; are two continuous-type random variables with joint pdf f{xy,x2). and if
Yi = i1 (X1.X2), Y2 = uz(X1,X2) has the single-valued inverse X1 = v1(Y1. Y2).
A7 = v,(Y,,Y3), then the joint pdf of ¥ and Y5 is

g(yv1.y2) = WIf [vi(vi.¥2) va(y1. ¥2)l., (¥1,¥2) € Sy,

where the Jacobian J is the determinant

BI] a'_I]

dyip ady2
g =

3.1'1 3'_1'1

dy, adya2

Of course, we find the support 5y of Yy, ¥>; by considering the mapping of the sup-
port 5y of Xy, X7 under the transformation yy = wi1(x1,x2), ¥2 = tz2(x1.x2). This
method of finding the distribution of ¥y and Y, is called the change-of-variables
technigue.

It is often the mapping of the support 5x of X4, X into that (say, Sy) of ¥y, ¥
which causes the biggest challenge. That is, in most cases, it is easy to solve for x; and
X7 in terms of y; and y,, say,

xXp = vi(¥1.v2), Xz = va(¥1.¥2).



and then to compute the Jacobian

avi(yi.v2)  avi(yi.y2)
a1 ay2
J =
ava(¥1.¥2)  9va(y1.¥2)
dy1 dy2

However, the mapping of (x;.x;2) € Sy into (y4.¥2) € 5y can be more difficult. Let
us consider two simple examples.

Let Xy, X7 have the joint pdf
fl:Ilﬁ.Ig} = 2, () << X1 =< X7 = 1.

Consider the transformation
Y= — Y = X5,

It is certainly easy enough to solve for x; and x>, namely,

Xp = wviyz, Xz = V2,
and compute
¥z M
J = = y2.
0 1




Let X and X5 be independent random variables, each with pdf

f(x)y=e*, 0 <x < oo.
Hence, their joint pdf is
Flx f(x2) = e 17752, 0=x1 =00, 0=<x <00
Let us consider
Y1 = X1 — X7, Yo =X + Xo.
Thus,
_ Mty =2 =N
1=""5 2= "5
with
1 1
2 2
J= =1
11 2
2 2
The region Sy is depicted . The line segments on the boundary.
namely, x; =0, 0 = 3, = o0, and x; = 0, 0 = xy = o¢c, map into the line segments
Yi+¥2 =0, v2 = vy and yy = ¥2. ¥2 = —y., respectively. These are shown in

Figure 5.2-2(b). and the support of 5, is depicted there. Since the region 5, is not
bounded by horizontal and vertical line segments, ¥, and ¥> are dependent.
The joint pdf of ¥, and ¥ is

1
g(¥1.¥y2) = Ef‘ﬂﬁ —V2 =V = y2. 0=y = 00



5
4 ¥z
5 }
31 41
_J__.--" 51. 5],-'
2 4 - 31 -
¥2=-h" Y2=M"M
21
14
‘l 4
: et : - ' ' ¥
1 2 3 4 5 —4 —2 ] 2 4
(a) Support of X, A5 (b) Support of ¥y, Y5
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The probability P(¥, = 0, ¥2 < 4) is given by

4 pdq Ve
f f — e 2 dyz dy; or f f — e 2 dyq dya.
o Jy, 2 o Jo 2

While neither of these integrals is difficult to evaluate, we choose the latter one t«
obtain

f41 e M dy, = 1( ye—¥2 lf:—‘“4
; 2}’1 Y2 = 3 ¥z —5€" |

%— 5—4—%6—4 = %[1—58_4].



The marginal pdf of ¥; is

n 1
82(y2) = f Ei’_ﬁ dyp=ye7 2, 0<yy<o0
¥z

This is a gamma pdf with shape parameter 2 and scale parameter 1. The pdf of Y is

| fﬂ li’_ﬂd‘r’g =li’“ -0 <y =0
_y 2 : 2 -

2i(y) = |

fmlf_ﬂdvz:lf_ﬂﬁ ﬂ{_}’]iﬂﬂ.
| Sy 2 2

That is, the expression for g4(y; ) depends on the location of yy, although this could
be written as

1
SUNES el _oo <y <,

which is called a double exponential pdf, or sometimes the Laplace pdf. O



Example

Let X and X5 have independent gamma distributions with parameters «, & and 8.
&, respectively. That is, the joint pdf of X and X3 is

flx1.x2) = F(a}l“;ﬁ}aﬂ—ﬁ x‘f‘lx,f_' exp(—%), 0=x; =00, 0 =1x3 < 00,
Consider
h:}{.‘f—l,l{g" Y2 =X + A,
or, equivalently,
X1 =¥1Ys, A=Y —Y1Y2
The Jacobian is
¥z W1
J= =y2(1 — 1) + y1y2 = ya.
—y2 1—w

Thus, the joint pdf g(yvi.y2) of ¥y and Y5 is

Y — 1 o —1 B—-1_—w2/ 8
g(¥1.y2) = |y2 (@) (B)aa"F (¥1y2)* 7 (2 — yiy2)" e

where the support is 0 = yy = 1, 0 = y2 = o0, which is the mapping of 0 <
xX; = oo,i = 1,2. To see the shape of this joint pdf, 2 = g(vy.¥2) is graphed in
Figure 5.2-3(a) withao =4, 8§ = 7, and # = 1 and in Figure (bywithae =8, g =
3,and ¢ = 1. To find the marginal pdf of ¥, we integrate this joint pdf on y,. We see
that the marginal pdf of Y, is

gi1(v1) =

-Ei_}rg .

. _ +A—1
)" (B) g Gath



But the integral in this expression is that of a gamma pdf with parameters o 4 § and
8, except for I'(e + f) in the denominator; hence, the integral equals I'(e + f), and
we have

[+ p)

aln)= yT'l(l—}n}ﬁ"., 0=y <.

[(e)T()

(2) a=4,0=1,0=1

Joint pdf of 7 = glyy. )
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Figure - Beta distribution pdfs

We say that ¥y has a beta pdf with parameters o« and §.

The next example illustrates the distribution function technique. You will calcu-
late the same results in Exercise 5.2-2, but using the change-of-variable technique.

Example We let

U/
Viry




where U and V are independent chi-square variables with r; and r» degrees of
freedom, respectively. Thus, the joint pdf of U and V 18

urljfl— I '?—H.frl -L_l:r: ,"1—1 E— .-"_.'?

glu,v) = YRR l"{rﬁl]ﬂ'ﬂf'?' D=u<00 0<v<oo.

In this derivation, we let W = F to avoid using f as a symbol for a variable. The cdf
Fiw)=P(W < w)of Wis

U,’r] B
F(w) = P(V_Tg < w) P(U < Ew V)
(ry/r2)wy
f f g(u,v)dudv.

That 1s,

1 00 (ry/r )Wy Tl ,-“l—lf.—ufl .
_ J1/2-1_—v/2
e F(HEE]F(THE}L M ey |V

The pdf of W is the derivative of the cdf; so, applying the fundamental theo-
rem of calculus to the inner integral, exchanging the operations of integration and
differentiation (which is permissible in this case), we have




f(w) = F(w)
:  [(ry/ra)yw]1/2
r'(r EE}F{WE}[. 2(r+r2)/2

g—In J2ra)(vw) il"_| T prl,-“E—IE—v,-’l dv
r2
r/2.,.n/2-1 o0 G Wr14+r2)i2—1
_ (n/r)twtt plrir) e WD r)w] gy,
C(ry/2)C(r2/2) Jo  2(n+n2)/2

In the integral, we make the change of variable

= 1+r]w v so that dv = :
Y= ra | dy 1+(r/raw’

Thus, we have

fiw) =

dy

{rlfrl]r”?r[(rl ¥ rz}}l.'z]wfjfz—] fﬂﬂ} }r[_F’J —F':;I_."-E—lﬂ.—__lr',l'll
0 T[(r 4 r2)/2]20n+m)/2 =

T(r/2)C(r2/2)[1 + (riw/r2)]in+2)/2

. {rlfrz}”ﬁr[(n _I_rz}ll,-z]wr”'l—]
(/2T (r2/2)[1 + (nw/ry)]n+r2/2”

the pdf of the W = F distribution with ry and r, degrees of freedom. Note that the

integral in this last expression for f(w) is equal to 1 because the integrand is like a

pdf of a chi-square distribution with r; + r, degrees of freedom. Graphs of pdfs for
the F distribution ]



Example

It all n of the distributions are the same, then the collection ot n independent
and identically distributed random variables, X, X5,..., Xy, 18 said to be a random
sample of size n from that common distribution. If f(x) 1s the common pmf or pdf of

these n random variables, then the joint pmf or pdf is f(x1)f(x2) - - f(Xn).
Let Xy, X, X5 be a random sample from a distribution with pdf
fly=e¢*, O=x=<no0
The joint pdf of these three random variables is
flxp,x,x3)=(e ) (e )e V)= 25, D=y <00, i=1,23

The probability
PO<Xi=12<X<43<X3<7)

BT

=(l—eNe?t-ehe =T,

because of the independence of X7, X5, Xs. ]



