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Limiting Moment-Generating Functions

To find the limiting distribution function of a random variable V by use of the
definition of limiting distribution function obviously requires that we know F,(y)
for each positive integer n. This is precisely the problem we should like to avoid.
If it exists, the moment-generating function that corresponds to the distribution
function F,(y) often provides a convenient method of determining the limiting
distribution function. To emphasize that the distribution of a random variable Y,
depends upon the positive integer n, in this lecture we shall write the moment-
generating function of Y, in the form M(t; n). The following theorem, which is
essentially Curtiss' modification of a theorem of Lévy and Cramér, explains how
the moment-generating function may be used in problems of limiting
distributions. A proof of the theorem requires a knowledge of that same facet of
analysis that permitted us to assert that a moment-generating function, when it
exists, uniquely determines a distribution. Accordingly, no proof of the theorem
will be given.

Theorem 1. Let the random variable Y., have the distribution function Fn(y)

and the moment-generating function M(t ; n) that exists for -h <t <h for all n. If
there exists a distribution function F(y), with corresponding moment-generating
function M(t), defined for |t| < h1 < h, such thatlim,_, M(t; n) = M(t), then
Yn, has a limiting distribution with distribution function F(y). Several illustrations

of the use of Theorem 1. In some of these examples it is convenient to use a
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certain limit that is established in some courses in advanced calculus. We refer

to a limit of the form

b cn
lim (1 + -+ (P(Il))
n n

n—»oo

where b and ¢ do not depend upon n  and

lim, . (@(n)) =0 . then

lim,_, (1 + % + (p(n))cn= lim,_, e (1 + E)cn= eb¢

n

Example:
_n/2 tz t3/\/ﬁ)_n/2

. t2 t3 1
lim,_, (1 - + n3/2) = lim,_, o (1 - + —7z

Here b=-t? , ¢c= _71 cand @(n) = t3/v/n
Accordingly for every fixed value of t, the limit is et*/2

Theorem 2. let Y,~b(n.p) show that the limit of Yoasn - o .

Proof:

Since Y,~b(n:p)

So My_ (t‘n) = (pet + )" g=1-p
m

p=np-p=_

My_ (t‘n) = (pet+ 1 —p)"

My (t‘n) = (p(et— 1)+ 1)"

My_ (t‘n) = (% (et —1) + 1)n
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et —1 1
MYn (t‘n) = (¥ + 1> — eu(et—l)

Yl’l = e”(et_l) ~ pOlS(IJ,)
s limp e Yy ~ pois(p)

Example: let Z,~p(n) find the limiting distribution of Y, = Zg“ ?

Solution :

My, (t‘n) =E(e"™) =E <et Z:/_Hn>

—n 7
t— £
= e Vn E(e \/H)

Since Z,~p(n) - Mz = en(e'-1)

t
—n t
= etﬁ en(et_l) — e—t\/ﬁ ene\/ﬁ—n

t
Mo, = e-Vn t-n+nevn
Yn

\/iﬁ 1+t+1(t)2+
e = —_— — | —
vn 2! \yn

2
My = e—\/ﬁ t—n+n<1+%+% <L> +)

n

tZ
—-vn t—-n+n+vn t+—+---
MY =e 2

n
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Example: Let Y,, denote the n'® order statistic of r.s from a distribution
of the continuous type that has distribution function F(x) and p.d.f.
f(x) find the limiting distribution of Z, = n[1 — F(Y,)] ?

Solution :

Since Y, - order largest
g(Yn) = n[F(Y,)]"™* f(Yy)
Since Z, = n[1 — F(Y,)]
Z, = n—nF(Y,)
Ly
nF(Y,) =n—-7Z, - F(Y,) =1 Y
duy joid| Aol 0d®
Zn J daidl duey il Al glaiil sl adloim VI dll o ol oy

F(Yn)

dy, 1
=

dZ,
dy, -1 dy, —1 1

dZ.  nf(Yy)  ldz.| = [nfor)l ~ nfcyy)

n
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h(Z,) = g(YnI ]I

hz = [1-2]

h(Z,) = n [1 ——] f(Yn) f(Yn)

. Zn] . Zn]
lim ll - — - lim ll ——] lim ll —?]

n—->oo n—-»>oo n—->oo

_ Z n
(1 —0)lim 1—f] = e Zn ~G(1‘1) or Ex (1)

n—oo |




