
Methods of Estimation 

  

                   

Republic of Iraq Ministry of Higher 

Education & Research 

 University of Anbar  

College of Education for Pure Sciences  

Department of Mathematics 
 

  

  

  

    

  
     

  

  

  

      

  

  

  

  

  

  

  

1محاضرات الاحصاء   

مدرس المادة : الاستاذ المساعد 

 الدكتور فراس شاكر محمود

  



Mean square error                متوسط مربعات الخطأ  

 Definition: 

The mean square error of the estimator , denoted by MSE ( )  is defined as  

MSE ( ̂) = E  ̂      = var ( ̂) +     ̂       

Definition:   

The unbiased estimator  ̂ that minimizes the mean square error is called the 

minimum variance unbiased estimator (MVUE) of  . 

Example: 

Let          be a sample of size n= 3 from a distribution with unknown mean 

 , - <   < , where the variance    is a known positive number.Show that 

both   ̂ =  ̅ and                    ̂ = [( 2   +    + 5  )/8] are unbiased estimators 

for  .  Compare the  variances of   ̂, and   ̂ . 

Solution: 

We have E(  ̂) = E ( ̅) = 
  

 
 3   =  . And E(  ̂)  = E = [( 2   +    + 5  )/8]  

= 
  

 
 [( 2E(  ) + E(  ) + 5E(  )] = 

  

 
 [ 2  +   +5   ) =   

 Hence, both 0, and 0, are unbiased estimators. However,  

Var (  ̂) = var ( ̅  = 
  

 
   . Whereas Var (  ̂) = var [( 2   +    + 5  )/8]  

= 
  

  
 [4 var (  ) + var (  ) + 25 var (  ) = 

  

  
 30    

Because var (  ̂) > var (  ̂) , we see that  ̅ is a better unbiased estimator in the 

sense that the variance of  ̅ is smaller.  

 هلاحظات 

  في حالة التقدير غير هتحيز يكوى[ ( ̂)   ]     

(̂ )   وبالتالي فإى    ( ̂) 

  ًفرض أى ( ̂)   ( ̂) (̂ )   بشكل عام )هتحيز أو غير هتحيز(       

 ( ̂)   ( ̂) 



Example:  

If                     consider the two estimators of   ,   ̂    
  

 

     
∑     ̅     ̂    

  
 

 
∑     ̅    Find the          . 

Solution :  
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  is relatively more efficient than   . 

Definition: 

(̂ ) وكاى   تقدير فير هحيز لـ  ̂ اذا كاى   
 

  [ 
        

   
]

ز ذو أقل التقدير الغير هحي ̂ يكوى , 

 (Uniformly Minimum Variance Unbiased Estimator)تبايي الوٌتظن ويرهز له

((UMVUE 

Example: let                     show that  ̅ is an efficient est. 
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    ̅  

 ̅ is an efficient estimator of   

 ̅ is an UMVUE of   

  اذا كاى التقديريي غير هتحيز يكوى          
     

     
 

  اذا كاى التقديريي بشكل عام سواء )هتحيز أو غير هتحيز( ًستخدم القاًوى          
        

        
 

 لتقدير الوتسق بالطريقة الثاًية. حل الأهثلة 

Example: let                   show that   ̅̅ ̅ is an consis est. of the     . 

Solution :  

1)    ̅  
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 ̅ is a consistent est of  . 



 Example: let                      

a) show that the sample variance     is a consistent estimator for   . 

b) Show that the max . liklelihood estimator for        are consistent 

estimator for         

Solution :  

a) 

1)          

2)       
   

   
 

   
   

         
   

   

   
   

   is consistent estimator of    

b) 

MLE  ̂= ̅        &         MLE   = 
 

 
 ∑     ̅    

1) E( ̅) =    

2) V (  ) = 
  

 
                     ̅        

  

 
   

 ̅  is consistent  est. of   

MLE   ̂   =  
 

 
 ∑     ̅    

E ( ̂   = E (
 

 
 ∑     ̅  ) = 

     

 
 * 

∑     ̅  

     
+ = 

     

 
     

 is biased    ؞
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  V (  ) = 

                

                
  

= 
        

   
  

         ̂            
   

 
     

          ̂            
          

  
     

[(̂ )  ] + (̂ ) E            = V ؞
 
 

     ̂           +  ̂                  ̂           ؞

= 0 + 0 = 0  

        Sufficiency                                                      الكفاية 

In the statistical inference problems on a parameter, one of the major questions 

is: Can a specific statistic replace the entire data without losing pertinent 

information?  

Suppose    ,…,    is random sample from a probability distribution with 

unknown parameter  . In general, statisticians look for ways of reducing a set of 

data so that these data can be more easily understood without losing the 

meaning associated with the entire collection of observations. Intuitively, a 

statistic U is a sufficient statistic for a parameter   if U contains all the 

information available in the data about the value of  .   

For example, the sample mean may contain all the relevant information about 

the parameter  , and in that case U =  ̅ is called a sufficient statistic for   . An 

estimator that is a function of a sufficient statistic can be deemed to be a "good" 

estimator, because it depends on fewer data values. When we have a sufficient 

statistic U for  , we need to concentrate only on  U  because it exhausts all the 

information that the sample has about  . That is, knowledge of the actual n 

observations does not contribute anything more to the inference about  . 

 



Definition : 

Let   ,….,    be a random sample from a probability distribution with 

unknown parameter   .Then, the statistic U=g (  ,….,   ) is said  sufficient for 

 . if the conditional pdf or pf of   ,….,    given U = u  does not depend on   

for any value of u. An estimator of   that is a function of a sufficient statistic for 

  is said to be a sufficient estimator of  . 

Definition:        Simple consistency  

Let    ,          be a sequence of estimators of  ( ), where              =    (  , 

….,  ). The sequence {  } is defined to be a simple (or weakly) consistent 

sequence of estimators of   ( ) if for every ԑ> 0 the following is satisfied: 

   
   

                     

Remark: If an estimator is a mean-squared-error consistent estimator, it is also 

a simple consistent estimator, but not necessarily vice versa.  

Proof : 

                    = P  |       |     

=    [[  -     ]²     ²]   1 - 
                 

   
   

by the Chebyshev inequality. As n approaches infinity,                 

approaches 0. Hence lim    [     –      ,        +  ] = 1    

Example: 

Let           be iid Bernoulli random variables with parameter   . show 

that∑   
 
    is sufficient for  . 

Solution:  

The joint probability mass function of           is 
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Also, because           we have  
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Which is independent of  . Therefore   is sufficient for  . 

Example: 

let          be arandom sample from passion     show that the mean  ̅ is 

consistent to   

Solution:  
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Example: 

let          be arandom sample from         
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 show that   

  is consistent to    

Solution:  

Since 
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  is consistent to   . 


