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Introduction

1. THE NATURE OF STATISTICS

Statistics refers 1o the collection, presentation, analysis, and utilization of numerical data to make
inferences and reach decisions in the face of uncertainty in economics, business, and other social and
physical sciences.

Statistics is subdivided into descriptive and inferential. Descriptive statistics is concerned with
summarizing and describing a body of data. Inferential statistics is the process of reaching gencral-
izations aboul the whole {called the population) by examining a portion (called the sample).  In order
for this to be valid, the sample must be representative of the population and the probability of error also
must be specified.

Descriplive statistics is discussed in detail in Chap. 2,  This is [ollowed by (the more crucial)
statistical inference; Chap. 3 deals with prabability, Chap. 4 with estimation, and Chap. 5 with hypoth-
esis testing.

EXAMPLE 1. Suppose that we huve duta on the incomes ol 1000 U5, fumilies.  This body ol duta can be
summarized by finding the average family income und the spread ol these family incomes above and below the
uverage, The duto also can be described by constructing a tahble, chart, or gruph of the number or proportion of
Families in each income cluss.  This is descriptive statistics. 1 these 1000 Tamilies are representative ol all U.S,
Families, we can then estimute and test hypotheses about the average family income in the United States as a whole,
Since these conclusions are subject Lo error. we also would have to indicate the probability of error.  This is
statistical inference.

1.2 STATISTICS AND ECONOMETRICS

Econometrics refers 10 the application of cconomic theory, mathematies, and statistical techniques
for the purpose of testing hypotheses and estimating and forecasting economic phenomena, Econe-
metrics has become strongly identified with regression analysis, This relates a dependent variable Lo one
or more independent or explanatory variables.  Since relationships among economic variables are
generally inexact, a disturbance or error term (with well-defined probabilistic properties) must be
included (see Prob. 1.8).

Chapters 6 and 7 deal with regression analysis; Chap. 8 extends the basic regression model; Chap. 9
deals with methods of testing and correcting lor vielations in the assumptions ol the basic regression
model; and Chaps. 10 and 11 deal with two specific areas of economelrics, specifically simullaneous-
equations and time-series methods. Thus Chaps. 1 1o 5 deal wilh the stalistics required [or econometrics
(Chaps. 6to 11). Chapter 12 1s concerned with using the computer to aid in the calculations involved in
the previaus chapters.
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EXAMPLE 2. Consumption theory tells us thal, in general, people increase their consumption expenditure ¢ as
their disposable (alier-tax) income ¥, increases, bul not by s much as the increase in their disposable income.  This
can be stated in explicit linear equation form as

C=h+hY, (Lh

where hy and &y are unknown canstants called parameters.  The parameter hy is the slope coefficient representing the
marginul propensity to consume (MPC).  Since even people with identical disposable income are likely 10 have
somewhat different consumption expenditures, the theoretically exact and deterministic relationship represented by
Eq. (1.1) must be modified 1o include a random disturbance or error lerm, &, making it stochastic:

C=|Il|n+l‘||:"‘,;+il (1.2)

1.3 THE METHODOLOGY OF ECONOMETRICS

Econometric rescarch. in general, involves the following three stages:

1. Specification of the medel or maintained hypothesis in explicit stochastic equation form,
together with the a priori theoretical expectations about the sign and size of the parameters
of the function.

[

Collection of data on the variables of the model and estimation of the coefficients of the function
with approprate econometric techniques (presented in Chaps. 6 to 8).

3. Evaluation of the estimated coeflicients of the lunction on the basis ol economic, statistical, and
cconometric criteria.

EXAMPLE 3. The first stage in economelric research on consumption theory is to state the theory in explicit
stochastic equation form, as in Eq. (1.1), with the expectation that Ay = 0 (i.e., at ¥; =0, C = 0 as people dissave
andfor borrow) and 0 < by < 1, The second siage involves the collection of data on consumption expenditure and
disposahle income and estimation of Eq. (1.1).  The third stage in cconometrie research involves { 1) checking to see if
the estimated value ol by > Oand if0 < Ay < 1; (2} determining il a “salisfuctory” proportion of the varition in Cis
“explained” by changes in Yy and if by and b are “statistically significant at acceptable levels™ [see Prob, 1.13(¢) and
Sec. 5.2]; and (3) testing to see if the assumptions of the basic regression model are satisfed or, il not, how 1o correct
for violations. I the estimated relationship does not pass these tests, the hypothesized relationship must be
modified and reestimated until o satisfactory estimated consumption relationship is achieved,

Solved Problems

THE NATURE OF STATISTICS

1.1 What is the purpose and function of («) The field of study of statistics? (h) Descriptive sta-
tistics? (c) Inferential statistics?

(@) Stalistics is the body of procedures and techniques used to colleet, present, and analyze data an which
to base decisions in the face of uncertainty or incomplete information.  Statistical nnalysis is used todny
in practically every profession.  The economisl uses it 1o tesl the effciency of alternalive production
techniques: the businessperson may use it to test the product design or package thul maximizes sales;
the sociclogist to analyze the result of a drug rehabilitation program; the industal psychologist Lo
examine workers' responses to plant environment; the political scientist 1o forecnst voling patterns; the
physician to test the elfectiveness of a new drug; the chemist to produce cheaper lertilizers: and so on.

(h) Descriptive statistics summarizes a body of data with one or two pieces ol information that characterize
the whole data. [t also refers to the presentation of a body of data in the form of tables, charts, graphs,
and other forms of graphic display.
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1.2

14

{¢)  Inferential statistics (both estimution and hypothesis testing) refers (o the drawing of generalizations
about the properties of the whole (called n popularion) from the specific or o sample drawn from the
population.  Inferential statistics thus involves inductive reasoning. (This is to be contrasted with
deductive reasoning, which ascribes praperties to the specilic starting with the whole,)

(@) Are descriptive or inferential statistics more important today? (h) What is the importance
ol a representative sample in statistical inference? (¢) Why is prabability theory required?

() Statistics started as a purely descriptive science, but it grew into a powerful tool of decision making as
its inferentinl brunch was developed.  Modern statistical anualysis relers primarily to inferential or
inductive statistics, However, deductive and inductive statistics are complementary,  We must study
how 1o generate samples from populations before we can learn 1o generalize from samples 10 popula-
tions.

(h) In order for statisticul inference to be valid. it must be hased on a sample that fully reflects the
characlenstics and properties of the populalion from which it is drawn. A representative sample is
ensured by random sampling. whereby cach element of the population has an equal chance of being
included in the sample {see Sec. 4.1).

{¢) Since the possibilily ol error exists in statistical inference, estimates or tests ol a population property or
characlernstic are given logether with the chance or probability of being wrong. Thus probahility
theory is an essential element in statistical inference.

How can the manager of a firm producing lightbulbs summanize and describe to a board meeting
the results ol testing the life of a sample ol 100 lightbulbs produced by the hirm?

Providing the (raw) data on the life of each in the sample of 100 lightbulbs preduced by the firm would
be very inconvenient and lime-consuming for the board members to evaluate.  Instead, the manager might
summarize the dula by indicating that the average life of the bulbs tested is 360 h and that 95% of the bulbs
tested lasted between 320 and 400 k. By doing this, the manager is providing two picees of infarmation (the
average life and the spread in the avernge lile) that churacterize the life of the 100 bulbs tested.  The manager
also might want to describe the data with a table or chart indicating the number or proportion of bulbs
tested that lasted within ench 10-h classification.  Such a tubular or graphic representation of the data is nlso
very uselul For gaining a quick overview ol the data.  In summarizing and deseribing the duta in the ways
indicated, the manager is engaging in descriptive stalistics. 1t should be noted that descriptive statistics can
be used to summarize and deseribe any body of duta, whether it is a sample (as above) or a population (when
all the elements of the population are known and its characteristics can be caleulated).

(¢) Why may the manager in Prob. 1.3 wanlt to engage in statistical inference? (b)) What would
this involve and require?

() Quality control requires that the manager have a fairly good idea about the average life und the spread
in the life of the lightbulbs produced by the irm.  However, testing all the lightbulbs produced would
destroy the entire output of the firm,  Even when testing does not destroy the praduct, testing the entire
output is usually prohibitively expensive and time-consuming. The usual procedure is 1o 1ake a sample
ol the output and infer the properties and characteristics of the entire outputl {(population) from the
corresponding characleristics of a sample drawn from the population,

{h) Statistical inference requires first of all that the sample be representative ol the population being
sampled. I the firm produces lightbulbs in different planis, with more than one workshift, and
with raw malenals [rom dilferent suppliers, these must be represented in the sample in the proportion
in which they contribute to the total output of the firm.  From the average life and spread in the lile of
the bulbs in the sample, the firm manager might estimate, with 95% probability of being correct and
5% probability of being wrong, the average life of all the lightbulbs produced by the firm to be between
320 and 400 h {see Sec. 4.3). Instead, the manager may use the sample tnformation to test, with 95%
probability ol being correct and 5% probahility of being wrong. that the average life of the population
ol all the bulbs produced by the firm is preater thun 320 h (see Sec. 5.2). In estimating or testing the
average for a population lrom sample information, the manager is engaging in statistical inlerence,
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STATISTICS AND ECONOMETRICS

1.5

1.6

1.7

What is meant by («) Econometrics? (h) Regression analysis? (¢) Disturbance or error
term? (o) Simultancous-equations models?

(u)

(b)

(c)

(e}

Economelrics is the integration of economic theory, mathematics, and statistical techniques Tor the
purpose of testing hypotheses about economic phenameni, estimating coeMeients of economie relution-
ships, and lforecasting or predicting Muture values ol economic varinbles or phenomena,  Econometrics
is subdivided into theoretical and applied econometrics, Theoretical econametrics refers (o the methods
for measurement of economic relationships in general. Applicd econometrics examines the problems
encountered and the lindings in particulur felds of economics, such as demand theory, production,
investment, consumption, and other fields of applicd economic research,  Tn any case, cconometrics is
partly an art and partly a science, because often the intuition and good judgment of the econometrician
plays o crucial role.

Regression analysis studies the causal relationship between one economic variable 1o be explained (the
dependent variable) and one or more independent or explanatory variables.  When there is only one
independent or explanatory variable, we have simple regression.  In the more usual case of more than
one independent or explanatory variable. we have muiftipfe regression.

A (random) disturbance or error must be included in the exact relationships postulaled by cconomic
theory and mathemaiical economics in order to make them stochastic (ie., in order to reflect the [act
that in the real world, economic relationships among economic variables are inexact and somewhat
erralic).

Simultancous-equations models refer to relationships among economic variables expressed with more
than one equation and such that the economic variables in the various equations interact.  Simulta-
necus-equations models are the most complex aspect of econometrics and are discussed in Chap. 10,

(¢) What are the lunctions ol economeltrics? (h) What aspects of econometrics (and other social
sciences) make it basically different from most physical sciences?

(@)

(h)

Econometrics has basically three closely interreliuted functions.  The first is to test economic theories or
hypotheses.  For example, 15 consumption directly related 10 income? 15 the quantity demanded of a
commadity inversely related to its price? The second function of econometrics is 1o provide numerical
estimates of the coefficients of cconomic relationships.  These are essential in decision making,  For
example, i government policymaker needs to have an accurate estimate of the coeflicient of the relation-
ship between consumption and income in order to determine the stimulating (i.e., the multiplier) effect
of u proposed tax reduction. A manager needs Lo know il a price reduction increases or reduces the
total sales revenues ol the lirm and, if so, by how much.  The third function ol economelrics is the
forecasting ol events.  This, oo, is necessary in order for pelicymakers 1o ke approprinte corrective
action il the rate ol unemployment or inflation is predicted to rise in the future,

There are two basic dilferences between econometrics Gind other social sciences) on one hand, and most
physical sciences (such as physics) on the other.  One is thal {as pointed out carlier) relationships
among economic variables are inexact and somewhat erratic. The second is that moest economic
phenomena oceur contemporanesusly, so that laboratory experiments cannot be conducted,  These
differences require specinl methods ol analysis (such as the inglusion of o disturbange or error term with
the exact relationships postulated by ecconomic theory) and multivarinte analysis (such as multiple
regression analysis),  The lutter isolates the effect of each independent or explanatory variable on
the dependent varable in the face of contemporaneous change in all explanatory varables,

In what way and for what purpose are (¢) economic theory, (h) mathematics, and (¢) statistical
analysis combined to lorm the field of study ol econometrics?

(a)

Econometrics presupposes the existence of a body of economic theories or hypotheses requiring testing.
I the variables suggested by economic theory do not provide a satisfactory explanalion, the researcher
may experiment with alternative formulations and variables suggested by previous lests or opposing
theories. In this way, econometric research can lead to the acceptance, rejection, and reformulation of
cconomic theories.
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1.8

1.9

(M Mathematics is used to express the verbal statements of economic theories in mathematical form,
expressing an exact or deterministic functional relationship between the dependent and one or more
independent or explunatory variables.

() Statisticnl analysis applies appropriate technigues (o estimate the inexact und nonexperimental relation-
ships umong economic variables by utilizing relevant economic data and evalualing the resulls,

What justifies the inclusion of a disturbance or error term in regression analysis?

The inclusion of a (random) disturbance or error term {with well-defined probabilistic properties) is
required in regression analysis for three important reasons,  First, since the purpose of theory is o generalize
and simplily, economic relationships usually include only the most important forces al work.,  This means
that numerous other variables with slight and irregular effects are not included.  The error term can be
viewed as representing the net effect of this large number of small and irregular forces at work., Second, the
inclusion of the error term can be justified in order to take into consideration the net effect of possible errors
in measuring the dependent variable, or variable being explained. Finally, since human behavior usually
differs in o random way under identical circumstances, the disturbance or error term can be used o caplure
this inherently random human behavior. This error term thus allows for individual rmndom deviations from
the exact and deterministic relationships postulated by economic theory and mathematical economics.

Consumer demand theory states that the quantity demanded of a commodity Dy is a function of,
or depends on. its price Py, consumer’s income Y, and the price ol other (related) commodities,
say, commodity Z (i.e., P»). Assuming thal consumers’ tastes remain constant during the peniod
of analysis, state the preceding theory in  («) specific or explicit linear form or equation and
(h) in stochastic form. (¢) Which are the coefficients to be estimated? What are they called?

(er) D‘y =h.|_|+h|f"|1_'+|"': ]‘r+h_1.|uz U'J"]
[l‘?] D_r=h;p+r“1|p_r+h1}.+h3f1£+ﬂ l:f.'ﬂ
() The coefficients 1o be estimated are by, by, b1, and by.  They are called parameters.

THE METHODOLOGY OF ECONOMETRICS

1.10

1.11

With reference to the consumer demand theory in Prob. 1.9, indicate  {¢) what the first step is in
econometric research and () what the a priori theoretical expectations are of the sign and
possible size of the parameters of the demand lunction given by Eq. (1.4).

(r) The lirst step in ecconometric onalysis is 1o express the theory of consumer demand in stochastic
equation form, as in Eq. (L4), and indicate the a priori theoretical expectations about the sign and
possibly the size of the parameters of the lunction.

(M  Consumer demand theory postulates that in Eq. (1.4), f; < 0 (indicating that price and quantity are
inversely related), by > 0 il the commodity is a normal good (indicating that consumers purchase more
ol the commodity at higher incomes), by > 00 X and Z are substitutes, and by <0 il X and Z are
complements,

Indicate the second stage in ecconometrie research (@) in general and (b)) with reference Lo the
demand function specified by Eq. (1.4).

(a) The second slage in economelnc research involves Lhe collection of data on the dependent vanable and
on each of the independent or explanatory variables of the model and utilizing these data lor the
empirical estimation ol the parameters of the model.  This is usually done with mulliple regression
analysis (discussed in Chap. 7).

{f) In order 1o estimate the demand function given by Eg. (1.4). data must be collected on (1) the
quanlity demanded of commedity X' by consumers, (2) the price of .Y, (3) consumer’s incomes,
and (4) the price of commaodity Z per unit ol time (i.c., per day. month, or year) and over a number



1.12

1.13

1.14

INTRODUCTION [CHAP, |

of days, months, or years. Dala on Py, Y, und Pp are then regressed against data on Dy and estimates
of parameters fy, by, b, and by obtained,

How does the type of data required to estimate the demand (unction specified by Eq. (1.4) differ
from the type of data that would be required to estimate the consumption function for a group of
Jumilies at one point in time?

In order 1o estimate the demand function given by Eq. (1.4), numerical values of the variables are
required over u pertod ol time.  For example, il we want to estimale the demand function lor coflee, we need
the numerical value of the quantity ol cofTee demanded, say, per year, over a number of years, say, from 1960
to 1980, Similarly, we need data on the average price of cofTee, consumers” income, and the price, of say, tea
(a substitule lor coffee) per year from 1960 10 1980, Data that give numerical values (or the variables of a
lunction from period to period are called time-series dota. However, Lo estimale Lhe cansumption lunction
for o group of families al one point in time, we need crosx-sectional data (i.e., numerical values for the
consumplion expenditures and disposable incomes of each family in the group at a particular point in Lime,
say, in 1982).

What i1s meant by (a) The third stage in econometric analysis? (#) A priori theoretical cri-
teria? (¢) Statistical criteria? (o) Econometric criteria? (¢) The forecasting ability of the
model?

() The third stage in econemetric researel involves the evaluation ol the estimated model on the basis of
the a priori criteria, statistical and econometric criteria, and the forecasting ability of the model

(0) The a priori economic eriteria refer o the sign and size of the parameters of the model postulated by
economic theory, IF the estimated coefficients do not conform 1o those postuluted, the model must be
revised or rejected.

(¢) The staristical eriteria refer 10 (1) the proportion of variation in the dependent variable “explained”
by changes in the independent or explanatory variables and  (2) verification that the dispersion or
spread of each estimated coefficient around the true parameter is sulliciently narrow to give us “con-
fidence™ in the estimates,

() The cconometric eriterin reler to tests that the assumptions of the basic regression model, and particu-
lurly those about the disturbance or error term. are satisfied,

(¢) The forceasting ability of the model refers to the ability of the model to accurately predict luture values
of the dependent variable based on known or expected Tuture value(s) ol the independent or explana-
lory variable(s).

How can the estimated demand lunction given by Eq. (1.4) be evaluated in terms of (@) The a
pricri criteria? (h) The statistical eriteria? (¢) The econometric criteria? () The farecasting
ability of the model?

() The estimated demand function given by Eq. (1.4) can be evaluated in terms ol the a priori theoretical
criteria by checking that the estimated coeflicients conform to the theoretical expectations with regard
to sign and possible size, ns postulated in Prob, 1.10{h). The demand theory given by Eq. (1.4) is
confirmed only il by < 0, b > DN X is 2 normal poad), and il by = 07 Z is a substitute for X7, as
postulated by demund theory.

(h) The statistical criteria are satisfied only il a “high” proportion of the variation in Dy over time is
“explained™ by chunges in Py, ¥, and P4, and il the dispersion of estimated by, b1, and by around the
true parameters are "sufficiently narrow.”™ There is no generally accepted answer as to what is a “high”
proportion of the varation in Dy “explained™ by Py, ¥, and P,. However, because of common trends
in time-series data, we would expect more than 50 to 70% of the variation in the dependent variable to
be explained by the independent or explanatory varables for the model to be judged satisfactory.
Similarly, in order for each estimated coeflicient to be “statistically significant,” we would expect the
dispersion ol each estimated coeflicient about the true parameler (measured by its standard deviation;
sce Sec. 2.3) to be generally less than half the estimated value ol the cocfficient.
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() The econometric criteria are used to determine if the assumptions ol the econometric methods used are
salislied in the estimation of the demand function of Eq. (1.4).  Only il these assumptions are satisfied
will the estimated coeflicients have the desiruble properties of unbiusedness. consistency, elliciency, und
so forth (see Sec, 6,4),

(efy One way Lo test the Torecasting ability of the demand model given by Eqg. (1.4) is 10 use the estimated
function 1o predict the value of Dy for a period not included in the sample and checking that this
predicted value is “sufliciently close™ to the actual observed value ol Dy for that period.

Present in schematic form the various stages of econometric research.

Stage 1 Economic theory

)

Mathemaltical model

4

Econometric (stochastic) model

Stage 2:  Collection of appropriate data
i

Estimation of the parameters of the model

Steage 3: Evaluation of the model on the basis of economic,
statistical, and econometnc critena

l l
| l

Accept theory Reject theory Revise Ltheory

il compaltible il incompatible il incompatible
with data with data with data

i l
Prediction Conlrontation of

revised theory
with new data

Supplementary Problems

THE NATURE OF STATISTICS

.16

1.17

(¢) To which field of study is statistical anulysis important? (/) Whalt are the most important [unctions of
descriptive statistics?  (¢) What is the most important function of inferential statistics?

Any.  (a) To economics, business, and other social and physical sciences  (h) Summuarizing and describing
a body of data (¢} Drawing inferences about the churacteristics of o population from the corresponding
characteristics ol a sample drawn from the population.

(o) Is statistical inference associated with deductive or inductive reasoning? {h) What are the conditions
required in order lor statistical inference 1o be valid?
Ans. (a) Induclive reasoning (h) A representative sample and probability theory

STATISTICS AND ECONOMETRICS

1.18

Express in the form of an explicit lincar equation the statement that the level of investment spending [ is
inversely related to rate of interest R.
Ans. I=bhy+ bR with by postulated 1o be negative (1.5)



