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MPEG Compression 

The acronym MPEG stands for Moving Picture Expert Group, which worked to 

generate the specifications under ISO, the International Organization for 

Standardization and IEC, the International Electrotechnical Commission. What is 

commonly referred to as "MPEG video" actually consists at the present time of two 

finalized standards, MPEG-11 and MPEG-22, with a third standard, MPEG-4, was 

finalized in 1998 for Very Low Bitrate Audio-Visual Coding. The MPEG-1 and 

MPEG-2 standards are similar in basic concepts. They both are based on motion 

compensated block-based transform coding techniques, while MPEG-4 deviates 

from these more traditional approaches in its usage of software image construct 

descriptors, for target bit-rates in the very low range, < 64Kb/sec. Because MPEG-

1 and MPEG-2 are finalized standards and are both presently being utilized in a large 

number of applications, this paper concentrates on compression techniques relating 

only to these two standards. Note that there is no reference to MPEG-3. This is 

because it was originally anticipated that this standard would refer to HDTV 

applications, but it was found that minor extensions to the MPEG-2 standard would 

suffice for this higher bit-rate, higher resolution application, so work on a separate 

MPEG-3 standard was abandoned. 

The current thrust is MPEG-7 "Multimedia Content Description Interface" whose 

completion is scheduled for July 2001. Work on the new standard MPEG-21 

"Multimedia Framework" has started in June 2000 and has already produced a Draft 

Technical Report and two Calls for Proposals. 

MPEG-1 was finalized in 1991, and was originally optimized to work at video 

resolutions of 352x240 pixels at 30 frames/sec (NTSC based) or 352x288 pixels at 
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25 frames/sec (PAL based), commonly referred to as Source Input Format (SIF) 

video. It is often mistakenly thought that the MPEG-1 resolution is limited to the 

above sizes, but it in fact may go as high as 4095x4095 at 60 frames/sec. The bit-

rate is optimized for applications of around 1.5 Mb/sec, but again can be used at 

higher rates if required. MPEG-1 is defined for progressive frames only, and has no 

direct provision for interlaced video applications, such as in broadcast television 

applications. 

MPEG-2 was finalized in 1994, and addressed issues directly related to digital 

television broadcasting, such as the efficient coding of field-interlaced video and 

scalability. Also, the target bit-rate was raised to between 4 and 9 Mb/sec, resulting 

in potentially very high quality video. MPEG-2 consists of profiles and levels. The 

profile defines the bitstream scalability and the colorspace resolution, while the level 

defines the image resolution and the maximum bit-rate per profile. Probably the most 

common descriptor in use currently is Main Profile, Main Level (MP@ML) which 

refers to 720x480 resolution video at 30 frames/sec, at bit-rates up to 15 Mb/sec for 

NTSC video. Another example is the HDTV resolution of 1920x1080 pixels at 30 

frame/sec, at a bit-rate of up to 80 Mb/sec. This is an example of the Main Profile, 

High Level (MP@HL) descriptor. A complete table of the various legal 

combinations can be found in reference2. 

MPEG Video

MPEG compression is essentially a attempts to over come some shortcomings of 

H.261 and JPEG: 

Basic steps used in Video Compression 
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The Video Compression algorithm utilized in numerous standards (such as MPEG 

1, 2 H.263) usually consists of the following steps: 

1. Motion Estimation

2. Motion Compensation and Image Subtraction

3. Discrete Cosine Transform

4. Quantization

5. Run Length Encoding

6. Entropy Coding – Huffman Coding

 Recall H.261 dependencies:

 The Problem here is that many macroblocks need information is not in the

reference frame.

 For example:

 The MPEG solution is to add a third frame type which is a bidirectional

frame, or B-frame

 B-frames search for macroblock in past and future frames.

 Typical pattern is IBBPBBPBB IBBPBBPBB IBBPBBPBB
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Actual pattern is up to encoder, and need not be regular. 

MPEG Video Layers 

MPEG video is broken up into a hierarchy of layers to help with error handling, 

random search and editing, and synchronization, for example with an audio 

bitstream. From the top level, the first layer is known as the video sequence layer, 

and is any self-contained bitstream, for example a coded movie or advertisement. 

The second layer down is the group of pictures, which is composed of 1 or more 

groups of intra (I) frames and/or non-intra (P and/or B) pictures that will be defined 

later. Of course the third layer down is the picture layer itself, and the next layer 

beneath it is called the slice layer. Each slice is a contiguous sequence of raster 

ordered macroblocks, most often on a row basis in typical video applications, but 

not limited to this by the specification. Each slice consists of macroblocks, which 

are 16x16 arrays of luminance pixels, or picture data elements, with 2 8x8 arrays of 

associated chrominance pixels. The macroblocks can be further divided into distinct 

8x8 blocks, for further processing such as transform coding. Each of these layers has 

its own unique 32 bit start code defined in the syntax to consist of 23 zero bits 

followed by a one, then followed by 8 bits for the actual start code. These start codes 

may have as many zero bits as desired preceding them. 
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B-Frames 

The MPEG encoder also has the option of using forward/backward interpolated 

prediction. These frames are commonly referred to as bi-directional interpolated 

prediction frames, or B frames for short. As an example of the usage of I, P, and B 

frames, consider a group of pictures that lasts for 6 frames, and is given as 

I,B,P,B,P,B,I,B,P,B,P,B, As in the previous I and P only example, I frames are coded 

spatially only and the P frames are forward predicted based on previous I and P 

frames. The B frames however, are coded based on a forward prediction from a 

previous I or P frame, as well as a backward prediction from a succeeding I or P 

frame. As such, the example sequence is processed by the encoder such that the first 

B frame is predicted from the first I frame and first P frame, the second B frame is 

predicted from the second and third P frames, and the third B frame is predicted from 

the third P frame and the first I frame of the next group of pictures. From this 

example, it can be seen that backward prediction requires that the future frames that 

are to be used for backward prediction be encoded and transmitted first, out of order. 

This process is summarized in Figure below. There is no defined limit to the number 

of consecutive B frames that may be used in a group of pictures, and of course the 

optimal number is application dependent. Most broadcast quality applications 

however, have tended to use 2 consecutive B frames (I,B,B,P,B,B,P,) as the ideal 

trade-off between compression efficiency and video quality. 

https://users.cs.cf.ac.uk/Dave.Marshall/Multimedia/node258.html#fig:bframe
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B-Frame Encoding 

The main advantage of the usage of B frames is coding efficiency. In most cases, B 

frames will result in less bits being coded overall. Quality can also be improved in 

the case of moving objects that reveal hidden areas within a video sequence. 

Backward prediction in this case allows the encoder to make more intelligent 

decisions on how to encode the video within these areas. Also, since B frames are 

not used to predict future frames, errors generated will not be propagated further 

within the sequence. 

One disadvantage is that the frame reconstruction memory buffers within the 

encoder and decoder must be doubled in size to accommodate the 2 anchor frames. 

This is almost never an issue for the relatively expensive encoder, and in these days 

of inexpensive DRAM it has become much less of an issue for the decoder as well. 

Another disadvantage is that there will necessarily be a delay throughout the system 

as the frames are delivered out of order as was shown in Figure . Most one-way 

systems can tolerate these delays, as they are more objectionable in applications such 

as video conferencing systems. 

https://users.cs.cf.ac.uk/Dave.Marshall/Multimedia/node258.html#fig:brame

