Chapter 4

Mathematical Expectation

4.1 Mean of a Random Variable

In Chapter 1, we discussed the sample mean, which is the arithmetic mean of the
data. Now consider the following. If two coins are tossed 16 times and X is the
number of heads that occur per toss, then the values of X are 0, 1, and 2. Suppose
that the experiment yields no heads, one head, and two heads a total of 4, 7, and 5
times, respectively. The average number of heads per toss of the two coins is then

0)4) + (M) + (2)(5)

= 1.06.
16

This is an average value of the data and yet it is not a possible outcome of {0, 1, 2}.
Hence, an average is not necessarily a possible outcome for the experiment. For
instance, a salesman’s average monthly income is not likely to be equal to any of
his monthly paychecks.

Let us now restructure our computation for the average number of heads so as
to have the following equivalent form:

(0) (f‘G) + (1) (176> +(2) (156) — 1.06.

The numbers 4/16, 7/16, and 5/16 are the fractions of the total tosses resulting in 0,
1, and 2 heads, respectively. These fractions are also the relative frequencies for the
different values of X in our experiment. In fact, then, we can calculate the mean,
or average, of a set of data by knowing the distinct values that occur and their
relative frequencies, without any knowledge of the total number of observations in
our set of data. Therefore, if 4/16, or 1/4, of the tosses result in no heads, 7/16 of
the tosses result in one head, and 5/16 of the tosses result in two heads, the mean
number of heads per toss would be 1.06 no matter whether the total number of
tosses were 16, 1000, or even 10,000.

This method of relative frequencies is used to calculate the average number of
heads per toss of two coins that we might expect in the long run. We shall refer
to this average value as the mean of the random variable X or the mean of
the probability distribution of X and write it as p, or simply as p when it is
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Definition 4.1:

Chapter 4 Mathematical Expectation

clear to which random variable we refer. It is also common among statisticians to
refer to this mean as the mathematical expectation, or the expected value of the
random variable X, and denote it as E(X).

Assuming that 1 fair coin was tossed twice, we find that the sample space for
our experiment is

S ={HH,HT,TH,TT}.

Since the 4 sample points are all equally likely, it follows that
1 1
P(X:O):P(TT):Z7 P(X:l):P(TH)+P(HT):§,

and

mx:m:mﬂmzi,

where a typical element, say T H, indicates that the first toss resulted in a tail
followed by a head on the second toss. Now, these probabilities are just the relative
frequencies for the given events in the long run. Therefore,

= =0(3)+0(5)+@(3) -t

This result means that a person who tosses 2 coins over and over again will, on the
average, get 1 head per toss.

The method described above for calculating the expected number of heads
per toss of 2 coins suggests that the mean, or expected value, of any discrete
random variable may be obtained by multiplying each of the values x1,xo,...,x,
of the random variable X by its corresponding probability f(z1), f(z2),..., f(zn)
and summing the products. This is true, however, only if the random variable is
discrete. In the case of continuous random variables, the definition of an expected
value is essentially the same with summations replaced by integrations.

Let X be a random variable with probability distribution f(z). The mean, or
expected value, of X is

p=EX)=> xf(x)

if X is discrete, and

if X is continuous.

The reader should note that the way to calculate the expected value, or mean,
shown here is different from the way to calculate the sample mean described in
Chapter 1, where the sample mean is obtained by using data. In mathematical
expectation, the expected value is calculated by using the probability distribution.
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However, the mean is usually understood as a “center” value of the underlying
distribution if we use the expected value, as in Definition 4.1.

Example 4.1:] A lot containing 7 components is sampled by a quality inspector; the lot contains

Solution:

4 good components and 3 defective components. A sample of 3 is taken by the
inspector. Find the expected value of the number of good components in this
sample.

Let X represent the number of good components in the sample. The probability
distribution of X is

(=) G2,
()
Simple calculations yield f(0) = 1/35, f(1) = 12/35, f(2) = 18/35, and f(3) =

4/35. Therefore,

1= B(X) = (0) (315) () (;i) +(2) (;E) +3) (345> _ 172 s

Thus, if a sample of size 3 is selected at random over and over again from a lot
of 4 good components and 3 defective components, it will contain, on average, 1.7
good components. A

flx) = r=0,1,2,3.

Example 4.2:] A salesperson for a medical device company has two appointments on a given day.

Solution:

At the first appointment, he believes that he has a 70% chance to make the deal,
from which he can earn $1000 commission if successful. On the other hand, he
thinks he only has a 40% chance to make the deal at the second appointment,
from which, if successful, he can make $1500. What is his expected commission
based on his own probability belief? Assume that the appointment results are
independent of each other.

First, we know that the salesperson, for the two appointments, can have 4 possible
commission totals: $0, $1000, $1500, and $2500. We then need to calculate their
associated probabilities. By independence, we obtain

£(80) = (1—0.7)(1 — 0.4) = 0.18, £($2500) = (0.7)(0.4) = 0.28,
£($1000) = (0.7)(1 — 0.4) = 0.42, and ($1500) = (1 — 0.7)(0.4) = 0.12.

Therefore, the expected commission for the salesperson is

E(X) = ($0)(0.18) 4 ($1000)(0.42) + ($1500)(0.12) + ($2500)(0.28)

= $1300. 1

Examples 4.1 and 4.2 are designed to allow the reader to gain some insight

into what we mean by the expected value of a random variable. In both cases the

random variables are discrete. We follow with an example involving a continuous

random variable, where an engineer is interested in the mean life of a certain

type of electronic device. This is an illustration of a time to failure problem that

occurs often in practice. The expected value of the life of a device is an important
parameter for its evaluation.
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Example 4.3:] Let X be the random variable that denotes the life in hours of a certain electronic
device. The probability density function is

20890 2 > 100,
0, elsewhere.

Find the expected life of this type of device.
Solution: Using Definition 4.1, we have

20,000 20, 000
M:E(X):/ T—— dx:/ .
100 € 100

Therefore, we can expect this type of device to last, on average, 200 hours. A

Now let us consider a new random variable g(X), which depends on X; that
is, each value of g(X) is determined by the value of X. For instance, g(X) might
be X2 or 3X — 1, and whenever X assumes the value 2, g(X) assumes the value
g(2). In particular, if X is a discrete random variable with probability distribution
f(x), for x = —1,0,1,2, and g(X) = X?, then

dx = 200.

2

Plg(X) = 0] = P(X = 0) = f(0),
Plg(X) =1 =P(X =-1)+ P(X =1) = f(=1) + f(1),
Plg(X) =4] = P(X =2) = f(2),
and so the probability distribution of g(X) may be written
g(z) | 0 1 4

Plg(X)=g()] [ f0O) f(-1)+f(1) [f(2)
By the definition of the expected value of a random variable, we obtain
tgx) = Elg(x)] = 0(0) + 1[f(=1) + f(1)] + 4/(2)
= (=1)’f(=1) + (0)*£(0) + () F(1) + (2°f(2) = Y _ g()f (=)

This result is generalized in Theorem 4.1 for both discrete and continuous random
variables.

Theorem 4.1: |Let X be a random variable with probability distribution f(z). The expected

value of the random variable g(X) is
Hg(x) = Z g(x

if X is discrete, and

if X is continuous.
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Example 4.4:| Suppose that the number of cars X that pass through a car wash between 4:00
p.M. and 5:00 .M. on any sunny Friday has the following probability distribution:

x |4 5 6 7 8 9
_ 1 1 1 1 1
PX=x)|% & L+ 1 L}

Let g(X) = 2X —1 represent the amount of money, in dollars, paid to the attendant
by the manager. Find the attendant’s expected earnings for this particular time
period.

Solution: By Theorem 4.1, the attendant can expect to receive

Elg(X)]=EQX —1)=> (2z-1)f

o i)l
+(15) (é) L) (é) _ $12.67. i

Example 4.5:| Let X be a random variable with density function

2 _l<r<?2,
0, elsewhere.

Find the expected value of g(X) = 4X + 3.
Solution: By Theorem 4.1, we have

2 2 2
4x+3 1
B(4X +3) :/ Uzt 3)a” o 7/ (423 + 322) do = 8.
1 3 3/ 1
We shall now extend our concept of mathematical expectation to the case of

two random variables X and Y with joint probability distribution f(x,y).

Definition 4.2: |Let X and Y be random variables with joint probability distribution f(x,y). The
mean, or expected value, of the random variable g(X,Y) is

poxy) = Elg(X, V)] =YY glw,y)f(x,y)
r oy
if X and Y are discrete, and
tg(xy) = Elg(X,Y)] = / / 9(z,y) f(z,y) dz dy

if X and Y are continuous.

Generalization of Definition 4.2 for the calculation of mathematical expectations
of functions of several random variables is straightforward.
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Example 4.6:1 Let X and Y be the random variables with joint probability distribution indicated
in Table 3.1 on page 96. Find the expected value of g(X,Y) = XY. The table is
reprinted here for convenience.

T Row
flz,y) 0 1 2 | Totals
0 3 9 3 15
238 238 28 238
y 1 7 12 0 7
1 1
2 55 O 0 58
5 5 3
Column Totals | 1 3% 3% 1

Solution: By Definition 4.2, we write

= > > wyfl(z,y)

=0 y=0
= (0)(0)£(0,0) + (0)(1)£(0,1)
+ (1(0)f(1,0) + ()W) f(1,1) + (2)(0)£(2,0)

3
=fL1) =17 r

Example 4.7:‘ Find E(Y/X) for the density function

230 gcg<2 0<y<],
[l y) =
0, elsewhere.

Solution: We have

Y 1 2 1 2 1 3
(Y ://y( +3y)dxdy:/ y+3y dy:§_
Note that if g(X,Y) = X in Definition 4.2, we have
Z Z zf(z,y) = Z zg() (discrete case),

f f af(x,y) dy de = [°_xg(z) dz (continuous case),

where g(z) is the marginal distribution of X. Therefore, in calculating F(X) over
a two-dimensional space, one may use either the joint probability distribution of
X and Y or the marginal distribution of X. Similarly, we define

Z Z yf(z,y) = Z yh(y) (discrete case),
f 2 yf(z,y) dmdy = [*_yh(y) dy (continuous case),

where h(y) is the marginal distribution of the random variable Y.
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Exercises

4.1 The probability distribution of X, the number of
imperfections per 10 meters of a synthetic fabric in con-
tinuous rolls of uniform width, is given in Exercise 3.13
on page 92 as
z | 0 1 2 3 4
f(z) [ 041 037 016 0.05 0.01

Find the average number of imperfections per 10 me-
ters of this fabric.

4.2 The probability distribution of the discrete ran-
dom variable X is

flz) = (i) (i)z (i)B_z, x=0,1,2,3.

Find the mean of X.

4.3 Find the mean of the random variable T' repre-
senting the total of the three coins in Exercise 3.25 on
page 93.

4.4 A coin is biased such that a head is three times
as likely to occur as a tail. Find the expected number
of tails when this coin is tossed twice.

4.5 In a gambling game, a woman is paid $3 if she
draws a jack or a queen and $5 if she draws a king or
an ace from an ordinary deck of 52 playing cards. If
she draws any other card, she loses. How much should
she pay to play if the game is fair?

4.6 An attendant at a car wash is paid according to
the number of cars that pass through. Suppose the
probabilities are 1/12, 1/12, 1/4, 1/4, 1/6, and 1/6,
respectively, that the attendant receives $7, $9, $11,
$13, $15, or $17 between 4:00 P.M. and 5:00 P.M. on
any sunny Friday. Find the attendant’s expected earn-
ings for this particular period.

4.7 By investing in a particular stock, a person can
make a profit in one year of $4000 with probability 0.3
or take a loss of $1000 with probability 0.7. What is
this person’s expected gain?

4.8 Suppose that an antique jewelry dealer is inter-
ested in purchasing a gold necklace for which the prob-
abilities are 0.22, 0.36, 0.28, and 0.14, respectively, that
she will be able to sell it for a profit of $250, sell it for
a profit of $150, break even, or sell it for a loss of $150.
What is her expected profit?

4.9 A private pilot wishes to insure his airplane for
$200,000. The insurance company estimates that a to-
tal loss will occur with probability 0.002, a 50% loss
with probability 0.01, and a 25% loss with probability
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0.1. Ignoring all other partial losses, what premium
should the insurance company charge each year to re-
alize an average profit of $5007

4.10 Two tire-quality experts examine stacks of tires
and assign a quality rating to each tire on a 3-point
scale. Let X denote the rating given by expert A and
Y denote the rating given by B. The following table
gives the joint distribution for X and Y.

y

flzy) [ 1 2 3
1 [ 010 005 002

z | 2 |010 035 005
31003 010 0.20

Find pux and py.

4.11 The density function of coded measurements of
the pitch diameter of threads of a fitting is

4
flo) = { 7wy 0<E<d,
0, elsewhere.

Find the expected value of X.

4.12 If a dealer’s profit, in units of $5000, on a new
automobile can be looked upon as a random variable
X having the density function

o) = {2(1—:1@)7 0<z<l,

0, elsewhere,
find the average profit per automobile.

4.13 The density function of the continuous random
variable X, the total number of hours, in units of 100
hours, that a family runs a vacuum cleaner over a pe-
riod of one year, is given in Exercise 3.7 on page 92
as

x, 0<x <1,
fley=<2—z, 1<z<2,
0, elsewhere.

Find the average number of hours per year that families
run their vacuum cleaners.

4.14 Find the proportion X of individuals who can be
expected to respond to a certain mail-order solicitation
if X has the density function

2242 g<p<1
OEREI |
0, elsewhere.
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4.15 Assume that two random variables (X,Y) are

uniformly distributed on a circle with radius a. Then
the joint probability density function is

1 2, .2 2

a2 T +y S a-,

fla,y) = { T

0, otherwise.

Find px, the expected value of X.

4.16 Suppose that you are inspecting a lot of 1000
light bulbs, among which 20 are defectives. You choose
two light bulbs randomly from the lot without replace-
ment. Let

, if the 1st light bulb is defective,
X1 = .
0, otherwise,

[

—_

, if the 2nd light bulb is defective,
X2 = .
0, otherwise.

Find the probability that at least one light bulb chosen
is defective. [Hint: Compute P(X1 + X2 = 1).]

4.17 Let X be a random variable with the following
probability distribution:

T -3 6 9
F@ 176 172 13
Find py(x), where g(X) = (2X +1)>.

4.18 Find the expected value of the random variable
g(X) = X2, where X has the probability distribution
of Exercise 4.2.

4.19 A large industrial firm purchases several new
word processors at the end of each year, the exact num-
ber depending on the frequency of repairs in the previ-
ous year. Suppose that the number of word processors,
X, purchased each year has the following probability
distribution:
z | 0 1 2 3
f(z) [ 1/10 3/10 2/5 1/5

If the cost of the desired model is $1200 per unit and
at the end of the year a refund of 50X? dollars will be
issued, how much can this firm expect to spend on new
word processors during this year?

4.20 A continuous random variable X has the density

function
e, x>0,
f@) = {07 elsewhere.

Find the expected value of g(X) = >*/3,

4.21 What is the dealer’s average profit per auto-
mobile if the profit on each automobile is given by
g(X) = X2, where X is a random variable having the
density function of Exercise 4.127

Chapter 4 Mathematical Expectation

4.22 The hospitalization period, in days, for patients
following treatment for a certain type of kidney disor-
der is a random variable Y = X + 4, where X has the
density function

0, elsewhere.

32
flz) = {<z+4>3 z>0,

Find the average number of days that a person is hos-
pitalized following treatment for this disorder.

4.23 Suppose that X and Y have the following joint
probability function:

X
flz,y) | 2 4
1 (010 0.15
y| 3 | 020 0.30
5 010 0.15

(a) Find the expected value of g(X,Y) = XY?2.
(b) Find px and py.

4.24 Referring to the random variables whose joint
probability distribution is given in Exercise 3.39 on
page 105,

(a) find BE(X?Y —2XY);

(b) find pux — py.

4.25 Referring to the random variables whose joint
probability distribution is given in Exercise 3.51 on
page 106, find the mean for the total number of jacks
and kings when 3 cards are drawn without replacement
from the 12 face cards of an ordinary deck of 52 playing
cards.

4.26 Let X and Y be random variables with joint
density function

flz,y) = {3xy’

O<ez, y<l1,
elsewhere.

Find the expected value of Z = v X2 + Y 2.

4.27 In Exercise 3.27 on page 93, a density function
is given for the time to failure of an important compo-
nent of a DVD player. Find the mean number of hours
to failure of the component and thus the DVD player.

4.28 Consider the information in Exercise 3.28 on
page 93. The problem deals with the weight in ounces
of the product in a cereal box, with
2 2375 <z < 26.25,
flx) =47 S
0, elsewhere.
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(a) Plot the density function.

(b) Compute the expected value, or mean weight, in
ounces.

(c) Are you surprised at your answer in (b)? Explain
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What is the population mean of the times to repair?

4.31 Consider Exercise 3.32 on page 94.
(a) What is the mean proportion of the budget allo-

cated to environmental and pollution control?

(b) What is the probability that a company selected
at random will have allocated to environmental
and pollution control a proportion that exceeds the
population mean given in (a)?

why or why not.

4.29 Exercise 3.29 on page 93 dealt with an impor-
tant particle size distribution characterized by

z>1,

3z 74,
f) = {0, elsewhere.

4.32 In Exercise 3.13 on page 92, the distribution of
the number of imperfections per 10 meters of synthetic
fabric is given by

x 0 1 2 3 4

f(x) ] 041 037 0.16 0.05 0.01
(a) Plot the probability function.
(b) Find the expected number of imperfections,

E(X) = pu.

(c) Find E(X?).

(a) Plot the density function.
(b) Give the mean particle size.

4.30 In Exercise 3.31 on page 94, the distribution of
times before a major repair of a washing machine was

given as
1 _—y/4
_ e
0,

4.2 Variance and Covariance of Random Variables

y >0,
elsewhere.

()

The mean, or expected value, of a random variable X is of special importance in
statistics because it describes where the probability distribution is centered. By
itself, however, the mean does not give an adequate description of the shape of the
distribution. We also need to characterize the variability in the distribution. In
Figure 4.1, we have the histograms of two discrete probability distributions that
have the same mean, u = 2, but differ considerably in variability, or the dispersion
of their observations about the mean.

|
|
|
|
|
|
|
|
|
|
|
X > X

(b)

N e

—
Q
~

Figure 4.1: Distributions with equal means and unequal dispersions.

The most important measure of variability of a random variable X is obtained
by applying Theorem 4.1 with g(X) = (X — p)?. The quantity is referred to as
the variance of the random variable X or the variance of the probability



120 Chapter 4 Mathematical Expectation

distribution of X and is denoted by Var(X) or the symbol o2, or simply by o?
when it is clear to which random variable we refer.

Definition 4.3: |Let X be a random variable with probability distribution f(x) and mean u. The
variance of X is

o2 =E[(X —p)? = Z(m — )2 f(z), if X is discrete, and

0? = E[(X — p)? = / (x — p)?f(x) da, if X is continuous.

— 00

The positive square root of the variance, o, is called the standard deviation of
X.

The quantity = — p in Definition 4.3 is called the deviation of an observation
from its mean. Since the deviations are squared and then averaged, o2 will be much
smaller for a set of = values that are close to p than it will be for a set of values
that vary considerably from p.

Example 4.8:] Let the random variable X represent the number of automobiles that are used for
official business purposes on any given workday. The probability distribution for
company A [Figure 4.1(a)] is

z |1 2 3
f(z) ] 03 04 0.3

and that for company B [Figure 4.1(b)] is

x |0 1 2 3 4
f()y]02 01 03 03 01
Show that the variance of the probability distribution for company B is greater

than that for company A.
Solution: For company A, we find that

pa = B(X) = (1)(0.3) + (2)(0.4) + (3)(0.3) = 2.0,

and then
3
oh =) (22> =(1-2)*(0.3) + (2 - 2)(0.4) + (3 - 2)°(0.3) = 0.6.
=1

For company B, we have
ps = E(X)=(0)(0.2) + (1)(0.1) + (2)(0.3) + (3)(0.3) + (4)(0.1) = 2.0,

and then

4

oh =) (¢—27°f(x)

z=0
= (0—2)%(0.2) + (1 —2)(0.1) + (2 — 2)(0.3)
+ (3 —2)%(0.3) + (4 — 2)%(0.1) = 1.6.
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Clearly, the variance of the number of automobiles that are used for official business
purposes is greater for company B than for company A. A

An alternative and preferred formula for finding o2, which often simplifies the
calculations, is stated in the following theorem.

Theorem 4.2:|The variance of a random variable X is

02 = B(X?) — 2.

Proof: For the discrete case, we can write

o? = (& —p)’flz)=> (2° = 2px + p®) f(2)
=Y fa) —2my af@) + 1Y (@),

Since g = > af(x) by definition, and ) f(z) = 1 for any discrete probability
distribution,zit follows that ’
0? = 3 () — 2 = B(X?) — 22

xr
For the continuous case the proof is step by step the same, with summations
replaced by integrations. A

Example 4.9:] Let the random variable X represent the number of defective parts for a machine
when 3 parts are sampled from a production line and tested. The following is the
probability distribution of X.
x | 0 1 2 3
f(z) ] 051 0.38 0.10 0.01
Using Theorem 4.2, calculate 2.
Solution: First, we compute

= (0)(0.51) + (1)(0.38) + (2)(0.10) + (3)(0.01) = 0.61.
Now,
E(X?) = (0)(0.51) + (1)(0.38) + (4)(0.10) + (9)(0.01) = 0.87.
Therefore,

0? =0.87 — (0.61)% = 0.4979. 1

Example 4.10:1 The weekly demand for a drinking-water product, in thousands of liters, from
a local chain of efficiency stores is a continuous random variable X having the
probability density

2z —1), 1<x<2,
fla) = {0, elsewhere.

Find the mean and variance of X.
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Solution:
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Calculating F(X) and E(X?2, we have

2
u:E(X):Q/ x(x—l)da::g
1
and
2 17
E(XQ):2/ 22 (z —1) doe = —.
1 6
Therefore,
. 17 5\ 1
ocft=——-|=| =—.
6 3 18 1

At this point, the variance or standard deviation has meaning only when we
compare two or more distributions that have the same units of measurement.
Therefore, we could compare the variances of the distributions of contents, mea-
sured in liters, of bottles of orange juice from two companies, and the larger value
would indicate the company whose product was more variable or less uniform. It
would not be meaningful to compare the variance of a distribution of heights to
the variance of a distribution of aptitude scores. In Section 4.4, we show how the
standard deviation can be used to describe a single distribution of observations.

We shall now extend our concept of the variance of a random variable X to
include random variables related to X. For the random variable g(X), the variance
is denoted by O’S( X) and is calculated by means of the following theorem.

Theorem 4.3:

Let X be a random variable with probability distribution f(z). The variance of
the random variable g(X) is

o) = E{l9(X) = nex)*} =D _9(x) — pe(x))* f(2)

if X is discrete, and

oo

02y = B{[9(X) — pigx))?} = / 19(2) — g0 2 (&) do

— 00

if X is continuous.

Proof:

Since g(X) is itself a random variable with mean ji4(x) as defined in Theorem 4.1,
it follows from Definition 4.3 that

oox) = E{l9(X) = pgx)]}-

Now, applying Theorem 4.1 again to the random variable [g(X)—f14(x)]* completes
the proof. A

Example 4.11:| Calculate the variance of g(X) = 2X + 3, where X is a random variable with

probability distribution

8
Bl O

= | =
NI DN
ool | O

f@) |
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Solution: First, we find the mean of the random variable 2X + 3. According to Theorem 4.1,

3

poxis = E@2X +3)=> (2x+3)f(x) =6.
=0

Now, using Theorem 4.3, we have
05 x 43 = E{[(2X +3) — pi2z43)°} = E[(2X 4+ 3 — 6)?]
3

=BE(AX? - 12X +9) =) (4a® — 122+ 9)f(x) = 4.
x=0

. |

Example 4.12:/Let X be a random variable having the density function given in Example 4.5 on
page 115. Find the variance of the random variable g(X) = 4X + 3.
Solution: In Example 4.5, we found that psxy3 = 8. Now, using Theorem 4.3,

oixis = E{[(4X +3) — 8} = E[(4X —5)?]

2 2 2
1 - 1
= / (4 — 522 do = 7/ (162* — 402® + 252%) dx = 5
1 3 3/ 5 1
If g(X,Y) = (X —pux)(Y —uy), where ux = E(X) and uy = E(Y), Definition
4.2 yields an expected value called the covariance of X and Y, which we denote
by oy or Cov(X,Y).
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