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Chapter 1

Introduction

1.1 Introduction to Statistical Methodology

In the last several vears, all social science diseiplines have seen un incréase in the use
of statistical methods. There are many reasons Tor this. Research in the social sciences
has tzken on a more quantitative orientation, Like research in other sciences, it is be-
coming maore strongly oriented toward wnalyzng empitical data. The compater revo-
lution has made & greater vasiety of information easily available to researchers as well
s to students and the general public. Computers have also made statistical methods
I themselves casier to use.

The incresse in the use of statistics 1s evident in the changes in the content of arti-
cles published in major journals and reperts prepared for use in government and private
industry, in the styles of texthooks, and in the increasingly comumon requirement of aca-
demic depurtments that their majors take courses in statistics. A quick glance through
recent issues of American Pelitical Science BReview, American Sociclogical Review, ar
other leading social science journals will reveal the fundamental role of statistics in so-
cial science rescarch.

Job advertisements for social scicntists commonly 15t a knowledge of slatistics as
an important work tool. A student prepiring for a career as a social scientist needs to be-
come Tumiliar with basic statistical methodology. Or, as the joke goes that we recently
heard, *What did the sociologist who passed statistics say (o the sociologist who failed
i? I’ have a Big Mac, fries, and o Coke,” ™
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In today’s world, an understanding of statistics is essential in many professions,
across the spectrum from medicine to business. Physicians and other health-related
professionals evaluate results of studies investizating new drugs and therapies for Lreat-
ing disease. Managers anulyze quality of products, determine factors thut help predict
sales of varions products, and measure employee performance.

But statistics is an important ol today even for those who do not use stutistical
methods as part of their job. Every duy we ase exposed to an explosion of information,
from adverising, news reporting, political campaigning, surveys about opinions on
controversial issues, and other communications containing statistical arguments. Stutis-
tics helps us make sense of this information and better understand our world, Even it
you never use stutistical methods in your career, we think that you will find many of
the ideas in this text helpful in understanding the information that you will encounter.

We realize that you are probably not reading this book in hopes of becoming a statis-
tician, and you may not even plan on working in social seience research, In fact, you
may suffer from math phobiz and leel fear at what lies ahead. Please be assured that
you can read this book and leasn the major concepis and methods of statistics with very
little knowledge of muthematics. To understand this ook, logical thinking and persc-
veranee are much more important than mathematics. And don’t be frusteated if learning
comes slowly and you need to read a chapier a few limes hefore it starts to mike sense.
Just as you would not expect to take a single course in a foreign languege and be able
1o speak that language Quently, the sume is e with the language of statistics. On the
other hand, once you have completed even a portion of this lext, you will have a much
better understanding of how to make sense of quantitative information

Data

Information-gathering is at the heart of all sciences. The social sciences use o wide van-
ety of information-gathering technigues that provide the observations used in statistical
analyses, These techniques include questionnaine surveys, telephone surveys, content
analysis of newspapers and magazines, planned experiments, and direct observation
of behavior in natural settings. In addition, social scientists often analyze informution
already ohserved and reconded for other purposes, guch us police records, censns ma-
terials, and hospital files.

The ohservations gathered through such processes are collectively called dezta. Dhita
consist of measurements on the charactenstics of interesl. We might measure, for in-
stance. charactedstics such as politicn] party affiliation, annual income, maritul stams,
race, and opinion ahout the legalization of abortion.

=

Slatiatics

Statlatics consisls of a body of malhods for collecting and analyzing data |

These methods for collecting and analyzing duta help us to evaluate the world in an
objeciive manner.
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Purposes of Using Statistical Methods

Let"s now he more specific about the objectives of using statistical methods. Statistics
provides methods [or

L. Presign: Planning and corryving oul research studies,
2. Description: Summarizing and exploring data.

3, Inferemce: Making predictions or generalizing about phenomena represenied by
the duta,

Design refers to ways of determining how best 10 abiain the required data. The design
uspects of a study might consider, for instance, how to conduct a survey, including the
constntetion of & guestionnuire and selection of & sample of people to participale in il
Deseription and fnference are the two clements of stafistical anafysis—wiyvs of ana-
Ivzing the data obtained as a result of the design,

This book deals primarily with statistical analysis, This is not to suggest thal statis-
tical design is onimportant, I a stody is poorly designed or if the data are improperty
collected or recorded, then the conclusions may be worthless or misleading, no matter
how good the statistical analysis. Methods for statistical design are covered in detail in
texibooks on research methods (e.g., Babbie, 1995),

Descriptinn—describing and exploring data—includes ways of summanzing and
exploring patterns in the data using measures that ane more easily onderstood by an
ahserver. The main purpose is W take what, o the untrained ohserver, are meaningless
rewms of data and present them in an understandable and wseful form.

The raw data are g complete listing of measurements for cach characteristic under
study. For example, an analysis of family size in New York City might start with o
list of the sizes of all familics in the city. Such bulks of duta, however, are not eagy 1o
assess—we simply get bogped down in numbers,

For presentation of statistical information to readers, instead of listing af! observa-
fions we ise numbers that summanze the rypical Tamly gize i the collection of daa,
Or we present a graphical picture of the data. These summary descriptions, called de-
scriptive statiztics, are much more meaningtul for most purposes than the complete daga
listing. In addition, these deseriptions and related explorations of the data may reveal
parterns to be investigated more fully in future studies.

Inference consists of ways of making predictions based on the dota. For instance, in
a recent survey of T30 Americans condueted by the Gallup organization, 24% indicated
a belief in reincamation. Can we vse this information w predict the percentage of the
entire population of 260 million Americans that believe in reincamation? A method
presented later in this book allows us to predict thet for this much larger group, the
percentoge believing in reincarnation falls berween 21% and 27%. Predictions made
using dnta arc called statistical inferences.

Social scientists use descriptive and inferential statistics (o answer questions about
socidl phenomena. For mstance, “Are women politically more liberal than men?” "Iz
the imposition of the death penalty associated with a reduction in violent crime ™ “Does
student perlormance in secondary schools depend on the amount of money spent per
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ctudent, the size of the classes. or the teachers’ salaries™ Statistical methods help us
siudy such issues.

1.2 Description and Inference
Wi have seen That statislics consists of methods for designing studies and methods for
cnalyzing data collected for the stodies. Statisticul methods for analyzing data include
descriptive metheods for summarizing the dna and inferential methods for making pre-
dictions, A statistical analysis is classified us descriptive ar inferential, pecording L0
whether its main purpose is (o describe the data or make predictions. To explain this
distinction in mare detail, we nexl define the population and smnple.

populations and Samples

The objects on which one makes measurements are called the subjects for the study.
Usually the subjects are people, but might i nstead be familics, schoals, cities, or com-

punies, [or instince.

—
Population and Sample

The pepulation is Ine total sat of subjects al interast in a study, A sample is tho gubsat
of the poputation on which he stuchy collecis dala.

The ultimate goal of any siudy is o learn about populations. But i is usually neces-
sary, and more practical, to study only samples [rom those populations. For example,
the Gallup and Harrs polling arganizations usually select samples of 730-1300 Amer-
scans 1o collect information about political and social helicls of the population of all
Americans,

Descriplive Statistics

Descriptive statistical methods cummarize Ihe inlermation in a colisction of data,

We yse deseriptive stafistics o summarize basic characteristics of a sample. We
might, for example, describe the typical family size in New vork City by computing
the average family size. The main purpose of deseriptive stutistics is to explore the
data and to reduce them (o simpler and more understandable terms without distorting
or Tosing much of the available information. Summary graphs. tahles, and numbers
such is averages and perceniages arc casier to comprehend and interpret than are long
listings of dala.
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Inferential Statistics

inferentisl statistical methods provide predictions aboul characlenstics of a popula-
fion, based on mlormation in a sampbs from that population.

Example 1.1 illusirates the use of inforential statistics.

Example 1.1 Opinion About Handgon Control
The first author of this wxtis & resident of Flooda, a statewith a relanvely high crime

rate. He would like i know the percentage of Florida residents who Favor controls
over the sales of bandguns. The populaton of intenest & the collection of more than
16 million adwell residents in Florids, Since it is impossibie for him (o discuss the issue
with everyone, he can study results from o poll of 834 residents of Flonda conducted in
1905 by the Institute for Public Opinion Research at Florida International University.
In that poll, 534% of the sampled subjects sad thoat they favored controls over the sales

of handguns,

This poll collected data for 834 residentz, He is interested, however, ot just in those
#34 people but in the entire popedation of all adult Florida residents. [nferentiol statis-
s can provide o prediction aboul thiz larger population wsing the sample data, An
inferential method presented in Chapter 3 predicts that the population percentage fa-
voring control over sales of bandguns Talls between 5090 and 58%. Even though the
sample is very small compared to the population size, he can conclude, for instance,
that probably a slim majority of Florida residents favor hondgun control. O

Uszing inferential staristical methods with properly chozen samples, we can deter-
min characteristics of entline poputalions gquile well by selecting sumples that are small
relative o dhe size of the population,

Parameters and Statistics

Parameters and Statistics

A parameder 5 a nemanical summary of the population. A stalistic iz a numerical
summary of ihe semple data.

Exampie 1.1 dealt with estimating the percentage of Florida residents who support
gun control. The puremeter of interest was the tree, but unknown, population percent-
age Favoring gun conteol, The inference aboul this parameter was based on a statistic—
the percentage of the 834 Florida residents in the sample who favor gun control, namely,
345, Since this number descrites o characteristic of the sample, it is an example of &
descriptive statistic. The value of the parameter to which the inference refers, namely.
the population percentage in [avor of gun control, is unknown. In summary, we use
known sample statistics in making inferences abont unknown population purameters.
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iStudents shoukd note that, in statistical vsage, the term parameter does not have its
psual mesning of “lmii" or “boundary.”)

The primary focus of most research stedies is the parameters of the population, not
the statistics caleulnted for the particular sample selected. The sample and statistics
describing it are important only insofir as they provide information ahout the unknown
paremeters. We would want o prediction aboutl off Floridians, not only the 834 subjects
in the zample.

An importunt aspect of statistical inference mvoelves reporting the likely aecwracy
of the sample statistic that predicts the value of a population parameter. An inferential
statistical method predicts how close the vample value of 54% is likely to be to the true
{unknown) percentage of the poputarion favoring gun control. A method from Chapler
3 determines that o sample of size 834 yields accuracy within abour 4% that is, the truc
population percentage favoring gun control Talls within 4% of the sumple value of 54%,
or hetween 50% and 585,

When data exist for an entire population, there is no necd touse inferentiol statistical
methods, since one can then calculaie exactly te paramerers of inferest, For example,
place of residence and home ownership are observed for virtually all Americans during
census yeurs. When the population of interest is small, we swould normally study the
recards of the entire population instead of only a sample. In studying the voting records
of members of the ULS. Sepate on bills concerning defense appropriations, for example,
we coald obtain datd on votes for all senators on all such bills.

In mowst social solence research, it s impractical w collect data for the entire popu-
lation, due e monetary and fime limitations, Tt is usoally unnecessary to do-so, in any
case, since good precision for inferences about populution parameters results from rel-
atively small simples, such as the T30-1300 subjects that most polls take. This book
explains why this s so. 13

Defining Populations

Inferentiel stotstical methods requine specifying clearly the popalation w which the
inferences apply. Sometines the population iz a clearly defined set of subjects. In Ex-
ample 1L it was the collection of adolt Florde residents, Ofen, however, the seneral-
izations refer to g cofcepiual population—a population that does ot aetually exist b
that one cun hypothetically concepluslize.

Forgxample, suppose o team of researchers 1es1s g new dreg designed 1o relieve se-
vere depression. They plan 1w analyze results for o sumple of patients suffering from
depression o make inferences about the conceptual population of all individuals who
might sulfer depressive symptoms now or sometime in the future. Or a consumer orga-
nization may evaluate gas mileage for a new model of an automobile by observing the
average number of miles per gallon for five sample nutos driven on o standardized 100-
mile course, Inferences then refer to the performance on this cowcge for the conceptual
population of all mstos of this model that will be or could hypothetically be manufac-
Tured,

A caution is due here. Investigntors often try to generalize to a broader population
than the cne W which the samiple resulig can be statstically extended. A paychologizt
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may conduct an experiment using a sample of students from an inteoductory psychol-
ogy course. With statistical inference, the sample nesults generalize 1o the population of
all students in the class: For the resulis o be of wider inlerest, however, the psycholo-
gist might claim that the conclusions generalize w all college stdents, W aff young
adolis, or even o a more heterogeneous group, These generafizalions may well be
wrong, since the sample may differ from those populations in fundamental ways, such
u5 I Tl ComposIEm OF aVerage Socioesonomic siatus,

For instance, in her 1987 book Wosen in Love, Shere Hite presented results of a sur-
vey she conducted of sdult women in the United States, One of her conclusions was that
0% of women who had been marricd at least five years have extromarital olfairs. She
hased this conclusion on responses 1o questionnaires remrmed from a sample of 450K
women, which sounds impressively lirge. However, the questionnuire wus maibed 1o
about 100,000 women: We canoot know whether this zample of 4.53% of the women
who responded is representative of the 100,000 who received the questionnaire, much
tess the entire population of adult Amencan women. Thus. it is dangerous (o iry to
make an inlerence o the lacger population,

You should carefully assess the scope of conclusions in research articles, political
and povernment reports, advertisements, and the mass media. Evaluate critically the
hagis for the conciusions by noting the makeup of the sample upon which the inferences
are buill. Chapter 2 discusses some desirable and undesirable types of samples.

In the past quatter century, social scientists have increasingly recognized the power
of inferential statistical methods. Presentation of these methods cocupies a lirge por-
tiom of this teabook, beginning in Chapler 3.

1.3 The Role of Computers in Statistics

Even g5 vou read this book, the computer industry continues its ceaseless prowth, New
and more powerful personal computers and workstations are reaching the market, and
these computers are hecoming more accessible o people who are not technically trained.
An imporlant aspect of this expansion 12 the development of highly specialized soft-
ware,

Versatile and user-friendly software is now readily available for analyzing doto us-
ieg descripiive and inferential staniztical methods, The development of this sofiware
has provided an enormous boon to the use of sophisticated statistical methods.

Statistical Software

Statistical Package for the Social Sciences (3P55), 3A5 (5AS Instinute, Ine. ), and Mini-
tab ure among popular statistical software found on college campuses. 1t is much easier
1o apply statistical methods wsing these software than uzsing ofd-fashioned hand caleula-
tion. The accuracy of compotations is greatly improved, since hand calculations often
result in mistakes or crode aoswers, especially when the daia 220z large, Moreover,
some modern statistical methods presented in this text are too complex to be done by

i,
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of students in & particular university from a knowledge of the mean computed on the
sample of 100 and to estimate the error involved in this statement, we use procedures
from inferential statistics. The application of these procedures provides information
about the accuracy of the sample mean as an estimate of the population mean; that i,
it indicates the degres of assurance we may place in the inferences we draw from the
sample to the population.

In this section no discussion is advanced on methods of drawing samples or the
conditiens which these methods must satisfy to allow the drawing of valid inferences
from the sample to the population. Further, no precise meaning has been assigned 1o
the term “error.” Thess topics will be elaborated ar a later stage.

1.6 PARAMETERS AND ESTIMATES

A clear distinction is usually drawn between parameters and estimites, A paramefer
is & property descriptive of the population. The term estimate refers to a property of
a sample drawn at random from a population, The sample value is presumed to be an
estimate of a cormesponding pepulation parameter, Suppose, for example, that 2 sample
of 1,000 adult male Canadians of a given age range is drawn from the tatal population,
the height of the members of the sample measured, and a mean value, 68.972 inches,
obizined. This value is an estimate of the population parameter which would have
been obtained had it been possible to measure all the members in the population.
Usually parameters or population values are unknown. We estimate them from our
sample values. The distinction between parameter and estimate is reflected in statistical
notation. A widely used convention in nodation is to employ Greek letiers to represent
parameters and Roman letiers to represent estimates, Thus the symbol o, the Greek
letter sigma, may be used 1o represent the standard deviation in the population, the
standard deviation being 8 commonly used measure of variztion. The symbol 5 may
be used as an estimate of the parameter o This convention in notation is applicable
only within broad limits. By and large we shall adhere to this convention in this book,
although in certain instances it will be necessary to depart from it, By commaon practice
and tradition a Greek letter may be used on oceasion to denote a sample statistic,

1.7 VARIABLES AND THEIR
CLASSIFICATION

The term variable refers to a property whereby the members of a group or set differ
one from anather. The members of a group may be individuals and may be found 1o
differ in sex, age. eye colar, intelligence, auditory acuity, reaction time to a stimulus,
attitudes toward a political issue, and many other ways. Such properties are variables.
The term constans refers 1o a property whereby the members of a group do not differ
one from another. In & sense & constant is & partieular type of variable; it is a variable
which does not vary from one member of a group to another or within a particular set
of defined conditions.

Labels or numerals may be used 1o describe the way in which one member of
a group is the same as or different from another. With variables like sex, racial origin,
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religious ffiliation, and occupation, labels are employed o identify the members
which fall within particelar classes, An individual may be classified as male or female:
of English, French, or Dulch origin: Protestant or Catholic; a shoemaker or a farmer:
and 50 on. The label identifies the class 1o which the individual belongs. Sex for mast
practical purposes is a two-valued variable, individuals being either male or female.
Occupation, on the other hand, is a multivalued variable. Any particular individual
may be assigned 1o any one of a larsge number of classes, With variables like height,
weight, intelligence, and 5o on, measuring operations may be employed which enable
the assignment of descriptive numerical values. An individual may be 72 inches tall,
weigh 190 pounds, and have an Q) of 90,

The panmicular values of a vanable are reforred o a8 warfates, or variare values,
To illustrate, in considering the height of adult males, height is the variable, whereas
the height of any particular incdividual i= a variate, or variate value.

In dealing with variables which bear a functional relationship one o another,
the distinction may be drawn betwesn dependent and independens variables. Consider
the expression ¥ = fiX). This expression says that a given variable ¥ is some un-
specified function of another variable X, The symbol fis used generally w express the
fact that a functional relationship exists, although the precise nature of the relationship
is not stated. In any particular case the nature of the relationship may be known; that
is, we may know precisely what f means. Under these circumstances, for any given
vilus of X a comesponding value of Fean be caleulated: that is. given X and a knowledge
of the functional relationship, ¥ can be predicted. It is customary to speak of ¥, the
predicted variable, as the dependent variable because the prediction of it depends on
the value of & and the known functional relationship, whereas X is spoken of as the
independent variable, Given an expression of a kind ¥ = X* for any given valus of
X, an exact value of ¥ can readily be determined. Thus if X is known, ¥ i also known
exactly. Many of the functional relationships found in statistics permit probabilistic
and not exact prediction to occur. Such relationships may provide the most probable
value af ¥ for any given value of X, but do not peemit the making of perfect predictions.

A distinction may be drawn between continuous and discrete (or discontinuaies)
variables. A continuous variable may take any value within a defined range of values.
The possible values of the variable belong 1o a continuous series, Berwesn any two
walues of the variable an indefinitely large number of in-betwesn values may BLeur,
Height, weight, and chronological time are examples of continuous varables. A dis-
comtinous or discrete variable can take specific values only, Size of family is a
discontinuous varizhle, A family may comprise 1, 2, 3, or more children, but values
between these numbers are not possible, The values obained in rolling a die are |,
4, 3, 4, 5, and 6. Values between these numbers are not possible, Although the
underlying variable may be continuous, all sets of real data in practice are discontinuous
or discrete, Convenience and errors of measurement impose restrictions on the re-
finement of the measurement employed,

Another classification of variables is possible which is of some imporance and
is of particular interest to statisticians. This ¢lassification is based on differences in
the type of information which different operations of classification or measurement
yield. To illusimie, consider the following simations. An ohserver using direct in-
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spection may rank-ordes & group aof individuals from the tallest to the shortest according
to height. On the other hand, he may use a foot rule and record the height of each
individual in the group in feet and inches. These two operations are clearly different,
an the nature of the information obtained by applying the two operations is different.
The former operation permits statenents of the kind: individual A is taller or shorier
than individual 8. The Jatter operation permils stalements af how much taller or shorer
one individual is than another. Differences along these lines serve as a basis for &
classification of variables, the class to which a variable belongs being determined by
the nature of the information made available by the measuring operation wsed to define
the varigble, Four broad classes of variables may be identified. These are referred 10
as (1) nominal, {2) ordinal, (3) interval, and (4} ratio variobles.

A nominal variable is 8 property of the members of a group defined by an
operation which permits the making of statements only of equality or differcnce. Thus
we may state that one member 15 the same as of different from another member with
respect to the property in question. Statements about the ordering of members, or the
equality of differences between members, or the number of times a particular member
is greater than or less than another are not possible. To illustrate, individuals may be
classified by the color of their eyes. Coler is 2 nominal variable. The statement that
an individual with blue eyes is in some sense " greacr than™ or “less than™ an individual
with brown eyes is meaningless. Likewise the stalement that the difference between
blue eyes and brown eves is equal 10 the difference between brown eyes and gresn
eyes is meaningless. The only kind of meaningful sttement possible with the infor-
mation available is that the eye color of one individual is the same a5 or different from
the eye color of ancther. A nominal variable may perhaps be viewsd as a primitive
type of variable, and the operations whereby the members of o group are classified
according to such a variable constitute 3 primitive form of measurement. In dealing
with mominal variables, numerals may be assigned to represent classes, but such
numerals are labels, and the only purpose they serve is o identify the members within
a given class.

An ordinal variable is o property defined by an operation which permils the rank
ardering of the members of a group; that is. not only are statements of equality and
difference possible, but also statements of the kind grearer than or l2ss than. Statements
about the equality of differences between members or the number of times one member
is greater than or less than anather are not possible. If a judge is required to order &
group of individuals according 1o aggressiveness, of cooperativensss, or some other
quality, the resulting variable is ordinal in type. Many of the variables used in pey-
chology are ordinal.

An interval variable is a propeny defined by an operation which permits the
making of statements of equality of intervals, in addition 1o statements of sameness
of difference or greater than or less than. An interval variable does not have a “true”
zero point, although a zero point may for convenience be arbitrarily defined. Fahrenheit
and Cclsius temperalure measurements constitute interval variables. Consider three
objects, A, B, and C, with temperatures 12°. 24°, and 36°, respectively. It is appropriate
1o say that the difference between the temperature of A and 8 is equal to the difference
in the temperature of 8 and C. It is appropriate also to say that the difference between
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the temperature of 4 and C is twice the differcnce between the femperature of A and
£ or B and C. It is not appropriate to say that & has twice the tempersire of A, or
that C has three times the temperature of A. In common usage, if the iemperature
yesterday was 64° and today it was 32°, we would not say that it was twice as hol
vesterday, or that the temperature was twice as great, as it was teday, Calendar time
is also an interval varinble with an arbitrarily defined zero point.

A ralio variaile is a property defined by an operation which permits the making
of statements of equality of ratios in addition o all other kinds of statements discussed
above, This means that one variate value, or measurement, may be spoken of as doubje
or triple another, and so on. An absolute 0 is always implied. The numbers used
represent distances from a natural origin, Length, weight, and the numerosity of
aggregates are examples of ratio vanables. One object may be twice as long as another,
or three times as heavy, or four times as numerous. Many of the varizhles used in the
physical sciences are of the ratio type. In psychological work, variables which conform
to the requirements of ratio variables are uncommon.

The essential difference between a ratio and an interval variable is that for the
former the measurements are made from a true zero point, whereas for the laner the
mieasurements arc made from an arbitrasily defined zero point or efigin, Because of
this, for a ratio variable, ratios may be formed directly from the voriaie values them-.
selves, and meaningfully interpreted. For an interval variable, ratios may be formed
from differences between the variate values. The differences constitute a Fatic variahle,
because the process of subtraction eliminates, or cancels out, the arbitrary origin.
Differences are the same regardless of the location of the zero point or origin,

Statistical methods exist for the analysis of data composed of nominal variables,
ordinal variables, and interval and ratio variables. From the viewpoint of practical
statistical work in psychology and education the distinction between interval and ratio
variables is perhaps unimportent, and it i$ convenient to think of thres, and not four,
classes of variables, with three comesponding classes of statistical method, Procedupes
for the analysis of interval and ratio variables constite by Far the larges!, and most
important, class of statistical methods.

The importance of the concept of a variable cannot be overemphasized. All
statistics is concerned with variables and the relations berween themy, Variables arme
the stuff of which statistics is made. Variables may be added together, partitioned into
additive bits, related one to another, and interrelaied in complex netwaorks,

An investigator may siudy variables, and their interrelations, as they exist in
nature; for example, age, 1Q, examination marks, blood pressure, and anxiety level,
Such investigations are sometimes called comelational siudics. Some of the moTe
impartant variables in nature are nominal, such as being male or female and being
alive or dead. On the other hand, in many investipations one or more varables may
be created by the investigator who decides the values the variable will take and 1he
frequency of occurrence of these values. Such investigations are called experiments.
For example, a simple experiment may invelve two grosps of subjects; a particular
dosage of o drug is adminisiered (o one group, but not 1o the other, Then some measure
ol motor performance is obtuined from the members of the two groups. Two vaniables
ure involved here: the independent variable—receiving ur nod receiving the drup—and
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the dependent variable—motor performance. The purpose of the expeniment is 0
explore the relation between these two variables, that is, o stedy how motos perfor-
manece depends on the presence or e absence of the drug. Note that the independent
variable is a simple nominal variable with two categorics denoting group membership.
& subject is or is not a member of the group receiving the drug. The basic point here
is that in both correlational and experimental studies, variables and the relations be-
tween them are the object of inguiry. Thus the investigator studies how variables are
related, whether these variables are naturally occurving of &rc created intentionally by

him.

1.8 DATA ANALYSIS

Since the first edition of this book in 1956, remarksble changes have occurred in
compufational methods. Also, enormous changes are anticipated in the future, as
increasing computational power is incorporated in smaller computers at decreasing
cast. ‘These technical developments have climinated much of the drudgery associated
with statistical work. Many carlier statisticians devoted substantial parts of their work-
ing lives to arithmetical labar. Much of this was elementary. Many methods that were
devised 10 reduce computational time are now ohbsolete, These have been removed
from the various editions of this book, except in a few instances where they may 255151
the student in understanding some aspect of the statistic under discussion.

The speed and ease with which numerical computation can now be done has fed
o the increased frequency of use of complex statistical methods, many of which were
known earlier but were not ofien used because of the arithmetical labor required. In
this context, multivariute statistical methods deserve mention. These are methods that
require the analysis of data comprising several, perhaps many, varinhles. In psychol-
ogy, education, and elsewhere, the altempt o explain or predict a particular phenom-
enon may entzil siudying processes that are highly complex and that involve the
functioning of collections of interacting varjables. Inspection of current research lit-
erature suggests that the frequency of use of multivariate methods is increasing rapidly-

The ready zvailability of small and powerful computers has enhanced, not di-
rninished, the importance of understanding statistical concepts. Also, this development
has added 1o the importance of understanding the fask a particular method is designed
1o accomplish, the problems it purponiedly solves, and the asszmpiions it requires.
This understanding can in many instances be readily acquired by the student without
any extended exploration of either the mathematical apparatus underlying a method
ar the details of the eomputational procedures employed.

Earlier statisticians with primitive computing devices spent much time and labor
exploring by various methods, graphic and otherwise, the information contained in
collections of data. This invesiment of effort not uncommanly led to a useful infuitive
understanding of what the data had to say. Mow that powerful computing devices are
available, this intuitive level of understanding frequently is not attained, Data are fed
to computers, and solutions emerge. Mot uncommenly the investigator only partially
understands the data. A strong cases can be made for an initially rather simpleminded,
exploratory approach to data analysis. In the study of many scls of data, simple
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preliminary insights into the story the data have to 2!l are useful in guiding subisequent
forms of analysis. The computer may. of course. be used to assisl such exploratory
data analyses.

Tukey (1977} stresses exploratory data analysis. Yan Dantzig (1978) provides
a simple and readable overview of the topic. Expleratory dzta analysis is descriptive,
invalving simple data manipulations, summary methods, and graphic descriptions, [1s
purpose is to make the nature and structure of the data understandable to the inves-
tigator, and, therehy, to lead 10 the subsequent use of appropriate statistical modals.
Tukey speaks of explormory data analysis as analogous to detective work; it may
compel the investigator to notice aspects of the data that were no expected. All
scientists know that careful exploration of sets of dara will on occasion lead to findings
they did not anticipate. The importance of an expenment may go beyond the original
intent,

Tukey distinguishes exploratory from confirmatory data anzlysis, By confir-
matory data analysis he means the confirmation, or disconfirmation, of the original
hypathesis that led fo the experiment in the first place. Tukey argues that exploratory
and confirmatory data analyses complement each other,

The present writer has long held the view that in the analysis of any sel of duta,
some understanding of the dua, obtained perhaps by calculating o few simple staristics,
i5 @ necessary preliminary 1o the planning of more elaborate analyses. Such analyses
frequently involve complex models and sssumptions. The availability of powerful
computers. which automatically apply so-called canned programs, enhances the jm-
portance of simple methods that assist the mvestigator in eetting to know the data,

BASIC TERMS AND CONCEPTS

Population

Population: finite; infinite
Sample

Descriptive statistics
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Wariable
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Variable: dependent; independent
Variable: continuous: discrete
Variable: nominal; ordinal; interval: ratio
Correlational study
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Chapter 2

Sampling and Measurement

The ultimate goals of social science research sre (o understand, explain, and tnake infer-
ences about socitl phenomena. To dos this, we need data. Descripiive stafistical meth-
uds provide wiys of summarizing the data. Inferential statnstical methods nse sampic
data 1o make predictions aboul populations. To make inferences, we must decide which
subjects of the population o sample. Selecting a sample thatl iz likely to be represenia-
tive of the population is & primary topic of this chapter,

We must comvert out ideas about social phenomena e actual daln through meds-
grement, The development of ways to measure ahsiract concepts such as prejudies,
love, intelligence, and status is one of the most difficult problems of social research.
Mareover, the problems relited o finding valid and reliable measures of concepts have
congequences for statistical analysis of the data. 1n particular, invalid or unrelinble data-
aathering instruments render the statistical manipulauons of the dat meaningless.

The first section of this chapter discusses some statistical aspects of measurerment,
such as the different types of data, The cocond end third sections discuss the principil
methods [or selecting the sample that provides the measurements.

2.1 Variables and Their Measurement

Siatistical methods provide a way o deal with variahilizv. Variation 0ccurs amang pec-
ple. schonls, towns, and the vurious subjects of interest 1o us in our everyday lives. For
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instunce, variation occurs from person to person in charncteristics such as income, 10},
political party preference, religions beliefs, marital stats, and misical tolent. We shall
sec that the nature and the extent of the vanability has important implications both on
dezcriptive and inferential stanstical methods,

Variables

A characteriztic measurgd for each subject in i sample is called i varigde, The name
refiers o the fact that values of the characterisie vary amonyg subjects ina sample or
population,

Varlahle

A wvarigbla i3 a characteristic thet can vary in value among subjects in a sample or
population.

Each subject has o particular value for a varieble, but different subjects muy pos-
sess different values. Examples of variables are gender (with values female and mate),
age at |ast birthday {with values 0. 1. 2. 3. and 5o on), religious affilistion {Protestant,
Roman Cathelic, Jewizh, Other, Mone), number of children in a family (0, 1, 2, ...
and political party preference {Democrat. Republican, Independent). The possihie val-
ues the variable can assume form the seale for measuring the varable. For gender, for
instance, that scale consists of the two labels, fomale and male,

The valid statistical methods for analyeing o variahle depend on the seale for its
measurement. We treal a numerical-valued variable such as asnual incoae (i thou-
sands of dollars) differently than a variable with 1 scale consisting of labels, such as
political preference (with scale Democrat, Republican, Independent), We next intro-
duve oo ways to classify varables that determine the valid statistical methods, The
first refers to whether the measurement scile consizis of labels or numbers, The sec-
ond refers to the number of levels in that scale,

Qualitative and Quantitative Data

Drata are called gralitative when the scale for measurement is a sei of wnordered cat-
egories. For example, marital status, with categories (single, married, divorced, wid-
owed), is qualitative. For Canadians, the province of one’s residence is qualitative, with
the categories Alberta, British Columbia, and so on, Other qualitative variables are re-
ligious affiliation (with calerones such as Catholic, Iewish, Muoslim, Protesiant, Chber,
Mone), zender (femate, male), political party preference { Democrat, Republican, Inde-
pendent), and marriage form of a society (monogamy, polygyny. polyandry). For each
varable, the categories are unordered; the scale does not have a “high” or “low" end.
For qualitative variables, distinct categories differ in quality, not in quantity or mag-
miude, Although the different categories are often called the Jevels of the scale, no level
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i areater than or smaller than any other level. Names or labels such as “Alberta” and
“British Columbia” identily the categories, but those names do not represent different
magnitudes of the varinble.

When the possible values of a vanizble do differ in magnitude, the variable iz called
gquaniitative, Each possible value of o quantitative variable is greater tu ot less than
any other possible value, Such comparisons result from variubles having & numen-
cal scale, Examples of guantitative variables sre 2 subject’s annual income, number
of vears of education completed, number of siblings, and number of times arrested.

The sel of categories for o qualitative variable is called a nominal seale. For in-
stance, avariable periaining to one’s mode of transportation to work might vse the nom-
inal scale consisting of the categories (car, bus, subwuy, bicycle, walk). A set of numer-
ical values for a quantitative variable 15 colled an fwferval scale. Interval scales have o
specific numerical distance or “interval” berween each pair of fevels, Annuul income
i usually measured an an interval scale: the interval between $40,000 and $30,004, for
instance, equals $10.000. We can compare outcomes in terms of how much larger of
howe much smaller ane is than the other, 2 comparison that is not relevant for a nominal
scale,

A third type of seale falls, in o sense, between nominal und interval, It consists of
categorical seales having & natueal prdering of values. but undefined interval distances
between the vulues. Examples are social class (classificd inte upper. middle, lower),
political philosophy (measured as very liberal, slightly liberal, moderate, slightly con-
servitive, very conservative), and governmenl spending on the envirsument (classified
as too little, about right, too much), These scales are not nominal, because the cate-
aaries are naturally ordered, The levels are suid to form ian ardinal scale.

Ordinal sciles consist of i collection of ordered categories. Although the categories
have a clear ordering, the distances between them are unknown. For example, a person
categorized as very liberul is more liberal than a person categorized as slightly liberal,
but there is no numerical valwee for how smuech more liberal that person is,

Both nominal and ordinal scales consist of a set of categories. Each observation
falls into one and cnly one category. Variables huving categorical scales are called cat-
eporical varighles, While the cutegories have 4 natural ordering for an ordinal scale,
they are pnordered for o nominal scale. For the cutegories (Catholic, Jewish, Muslim,
Protestant, Other, None) for relizious afliliation, it does not make sense to think of one
category as being higher or lower thin another.

The various scales refer to the actual measurement of social phenomena and not
10 the phenomenu themselves, Place of residence may indicite the geographic place
numie of one’s residence (nominul). the distance of that residence from a point on the
globe {interval), the size of one’s community {interval or ordinal), or other kinds of
sociolozical variables.

Quantitative Nature of Ordinal Data

As we've discussed, data from nominal scales are qualitative—distinet levels differ in
quality, not in quantity, Data from interval scales are quantitative; distinct levels have
differing magnitudes of the charscteristic of interest. The position of erdinal seales
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on the quantititive-qualitative classification is fuzey. Becaise their scale consists of
# 561 of culegories, they are often treated as qualitative, being analvzed using methods
for rominal scales. But in many respects, ondinal scales more closely resemble inter-
val scales. They possess an imporiant quantitative feature: cach level his o ErRediter ar
smaller magnitude of the characteristic than another level.,

Some statisticul methods apply specifically to ordinal variables, Ofeen, though, stu-
tisticians luke advantage of the quantitative nature of ordinal scales by assigning nu-
merical scores to cutegories, That is, they often treat ordinal data as interval in order to
use the more sophisticated methods available for quantitative data. Forinstance, course
grades (such as A, B, C. D, E) are ordinal, hut we treat them as interval when We 85 en
numbers to the grades (such us 4, 3, 2, 1, 0) to compiite 2 grade point averase. Treat-
ing ardinal data as interval requires good judament in assipning scores, and it is often
accompaunied by a “sensitivity analysis” of checking whether substantive results differ
for differing choices of the scores. The quantitative treatment of ordinal data has bene-
fits in the varicty of methods available for data analysis, particularly for date sets with
many viriahles.

Statistical Methods and Type of Measurement

The main rcason lor distinguishing betwesn quakitative and quantitative duta is that dif-
lerent statistical methods apply 1o each type of dua Some methods are designed for
qualitative variables and others arc designed for quantitasive variables.

It is not possibie to analyze qualitative data using methods for quantitative vari-
ahles, ITa vanable has only a nominal scale, for instance, one cannot use methods for
interval data, since the levels of the seale do not huve numerical values. One cannot
apply quantitutive statistical methods based on interval scales to qualitative veriables
such as H:”Riﬂ'l.lﬁ affiliason or county of residence, For instance, the avertge i5 o sta-
tistical summary for quantitative data, since it uses numerical values: one can compite
the average for i variable having an interval scale, such as income, but not for 2 varable
having a nominal scale, such as religions affiliation.

On the other hand, it is always possible to treat & variohle in g less quentitative man-
et For example, suppose age is mewsured using the ordered calegories under 18, 18-
4. 41-65, over 3, This variable is quantitative, but one could treat it as qualitative
either by ignoring the ordering of these four categories of by using unordered levels
such as working age, nonworking age, Mormaily, though, we apply statistical methods
specifically appropriate for the actual scale of ineasurement, since they use the charac-
teristics of the duta to the fullest. You should measure varishies at as high a level as
possible, because a greater variety of methods apply with higher-level varables.

Discrete and Continuous Varlables

We now present one other way of classifying variables thar helps determine which sta-

tistical method is most appropriate for a date set, This classification refers to the number
of values in the measurement scale,
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Diserete and Continuous Variables

A variable s discrede il it can take on & finilte number of values and conbinuous i il can
take an Infinite continuum of possible real numbes valuss,

Examples of discrete variahles are number of children (measured For each family ),
nunsher of murders in the past year (measared for each census tract), and number of vis-
its to u phiysician in past year (measured for eacl subject), Any variable phrased as “the
number of .. ." is discrete, since one can 1ist all the possible valoes [0, 1, 2, gt e
For the variable. (Strictly speaking, there could be an infinite number of values for such
1 viriable, namely, all the nonnegative inlegers. As long as the possible values do not
form a continuu, the variable is still said to be discrete.)

Examples of continuous variables are height, weight, age, and the amount of time
it takes (0 read n passage of @ ook, 1t is impossiblc to write down all the distinct po-
tential valuss of a continuous variable, since they form o continuam. The amount of
time needed 1o read a book, for example, could take on the value 86294473 . ., hours,

With discrete varighles, one cannol subdivide the basic unil of measurement, For
example, 2 and 3 are possible values for the nuiniber of children in a family, bt 2.571
s mol. On the other hand, a colleetion of vilues for a continuous variahle can always
be refined: that is, between any two possible values, there is always another possible
value, For example, an individual docs not age in discrete jumps. Between 20 and 21
years of age, there is 20.5 years (amung other values): between 20,5 and 21, there is
207, At some well-defined point during the year in which a person ages from 20 to 21,
that person is 20.3273 years old, and similarly for every other real number between 20
and 21, A continuous, infinite collection of age values oecurs berween 20 and 21 alone.

Qualitative variables are discrete, having a finite set of upordered categories. In
fact, all categorical variables, nominal or ardinal, are discrete. Quantitalive vansbles
can be diserete or continuons; age s continuous, and number of times arested is dis-

crete,

The distinction between diserete and continuons variables is otten blummy in prac-
tice. hecause of the way variables are actually messured. Cantinucus variables must be
pounded when measured, 5o We MERsUTE them as though they are discrete. W nsually
say that an individual is 20 years old wheneves that person's age is somewhere hetween
{1 and 21, Other variables of this type are prejudice, intelligence, motivation, and other
intermilized attitudes or orientations, Such variables are assumed Lo vary continuousky,
hut measurements of them describe, al best, rough sections of the underlying continu-
ous distributions. A scale of prejudice may have discrete units from 0 to 10, but each
discrete value is assomed to include all values within a certain continuous range of the
degree of prejudice.

n the oiher hand, some variables, though discrele, may take on 3 very large num-
ber of different vatues. In messuring annoal family income in thousands of dollars,
the potential values are 0, 1. 2.3, .. ., up Lo some very large highest value. Statistical

B h Ea "B =N |

UG

gpapw g "} |



Sec. 2.2 Randomizton 17

methods for continuwous variables are often simpler than methods for discrete varinbles.
Thus, statisticians treat disercte varighles that can assume many different values as if
they were continuous. For example, they treat variables such as income and college
cRirance examination score as confinwous variables, The discrete—continuows distine-
uon 05, in practice, a distinction between variables that can take lots of values, such as
income, and variables that take relatively few values, such as number of Umies married.

You need 10 understand the discrete—continnons classification, qualitative—quantita-
tive classification, and nominal-ordinal-interval scale classification, becauze each sia-
tstical method refers to a paricular tvpe of date. For instance, some methods (such as
summanzing dafa using an average) require quantitative data, and some of these meth-
oids also reguire the variable o be continuous.

Figure 2.1 summarizes the tvpes of data and their connections, Yanables having a
nominal scale are qualitative. Yarables having an interval scale are quantitative. Var-
ables having an ordinal scale are sometimes rreated a5 quantitative and sometimes as
gualitative. Varinbles having a nominal or ordinal scale tnke values in a set of cate-
gacies, and are categorical. Categonical variables are discrete, Variables having an in-
terval scule cun be either discrete or continuous.
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Figore 2.1  Summary of Chesniialive-Qualitative, Maminzl-Ordinal-Iniereal, Comtnsps—Discrene
Clnssificnticns

2.2 Randomization

Inferential statistical methods use sample statistics (o0 make predictions ahoust popula-
tion parameters, The quality of the inferences depends crucially on how well the sample
represents the population. This section introduces an important sampling method that
incorporates rendomization, the mechanism for ensuring that the sample representa-
tion 1% adequate for inferential methods,
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Simple Random Sampling

Suhjects of a population 1o be sampled could be individuals, familics, schools, houses.
cities, hospitals, records of reported erimes, and so on. Simple random sampling 15 2
method of sumpling for which every possible sample has equal chance of DCCATTINg.
This provides fuirness and alsn permits inference ahout the population sampled. Iin fact,
mvost inferential statistical methods assume rndomizition of the sort provided by sim-
ple random sampling.

Let n denote the number of subjects in {he sample, called the sample SITE,

| Simple Random Sample

& simple random sample of & subjecss from a populalion iz ene in which each possibla
| gample of that size has e same probability of being galected.

For instance, suppose that a survey interviewer adminsiers o guestionmuire to one
randomly selected adult subject of each of several scparate households. A particular
honsehold contains our addulis—nother, father, aunt, and uncle—identified as M. F,
A, and U. A simple random sample of o = 1 of the adults is one in which each of
she four adults is cqually hikely 1o be interviewed. The selection might be made, for
pxample, by placing the four nafmes an four identical hallots and selecting 00 blindly
from a hat, For a simple random sample of n = 2 adults, cach possible sample of e
vwo is equally likely. The six potential samples are (M, F), (M. A), (M, U3 (F, A). (F,
Uy, and (A, 1. To select the sample, we blindly select two ballots from the hal.

A simple random sample i« often just colled u random sample. The “simple” ad-
jective distinguishes this type of sampling [rom more complex sampling schemes pre-
cented in Section 2.4 that also kive elements of mndomization.

How to Select a Simple Random Sample

Belofe we cin selact u random sample, we need 4 list of a1l subjects in the population.
This list is called the sampling frame. The mosl common method for selecting & ran-
dom sample from the sumpling frame uses 2 randont sumber table to ensure that each
subject s an equal chiance of selection.

|
Random Mumber Table

A randem number table is a 1able contaiming a sequence ol numbers that is computar
generated accordng to a sehame wharaby sach digil i aqually likely 1o be any af the
integers ik, L, 2, e aHlE

Table 2.1 shows o section of o random pumber table. The nombers flucluate accord-
ing Lo no Set patlerm. Ay particular number has the same chance of being a0, 1.2, ..
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or 9, The numbers are chosen independently, so any one digit lits no influence on any
other. If the first digit in a row of the table is a 9, for instance, the next digit is still just
as likely to be 89 as a 0 or 1 or any other number.

TABLE 2.1 Farof a Tabtls of Random Mumbers
LineSCol. (1) (2 (1) {4} (5] (141} {n (H)

180 15001 01538 02011 81647 Dl6dd S9179 14154
2FIEE 65T 25305 BSIOZ MEuS  RUILE - 2TORD 53301
24130 dR3AD 22827 9736S TRE93 A4EDA ISIT9 24830
ARGT 93093 DAZ43  GleHD OTRAR  D63Te 39440 53557
ATST00 AGATS B183T  1G6SG 6121 DITED . G468 RI30E
T2 0607 L1008 42751 2T9AR A3408 18602 TOGSD
GO3a3  TIHS BR300 p9DEs OERTZ O 3l0MG TLISE 1EVEE
463 9F977 05463 7972 1ERETA HMED L4585 S6HGD
HOsT9 14342 63aal BO2R) 17453 JRIOZ STT400 Bd430R
Lik H5475  36HST 53342 539RR S5m0 59531 1ES6Y G200
11 IGOLE a98TE BE2AL 33276 TOBAT  THUER  SAdAS  (SESY
2 GIE53 4Gl 4R35 05427 49620 69dds [RAG3  TIAUS
13 9429 Q%0 53636 D277 HELT4 3MRE 3e330 17617
4 I3RS H1120 7520 RS5489 48237  S5I267  GTGRD  UE3M
15 07109 97336 TIEE  DRITH 77R33 13006 47564 BI0SG
16 SI0RS 12765 SEf21 351239 TM52 16308 GDVS6 W2i44
17 02368 21382 52404 GO2AE  HYGRK  19RRS 53321 4481
18 O 54002 33382 94404 31273 446 18594 J9851
19 52162 53916 46340 SESEA 3216 14513 H3149 971G
20 O705A  STR2E 33787 00998 426098 (66%  TeTRE (3602

Suurce: Abridged from William H. Bever, e, fantbook of Tebles e Probabitice and Santsics, Ind
el () The Chemical Rubber Co,, 1948, Used by permission of the Chemical Rubber Ca.
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We illustrafe the vse of this tuble for selecting o simple random sample of & = 103
students from a university student body of size 30,000, The sampling frame is a list of
thesa students, such as a student directory. We select the students by using five-digit
sequences W identify them, as follows:

L Assin the nombers 00001 to 30000 10 the stedents in the sampling frame, using
NI Tor the first student in the list, 0002 for the second student i the list, and
S0 (0.

2. Starting at any point in the random number table, choose successive Ave-digit
numbers untl you obtain 100 distinet numbers between 0001 and 30K,

3. Include in the sample the students with ussigned numbers equal to the random
numbers selected.

For example, using the lirst column of five-digit numbers in Table 2.1, the first three
£ random numbers are 104840, 22368, and 241 30; thus, the first three students selected are
= those npumbered 104280, 22368, and 24130 in the Listing,
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In selecting the 100 five-digit numbers, we skip numbers greater than 30000, such
as the next seven five-digit numbers in Table 2.1, since no student in the sampling frame
has an assigned number that large. Afler using the first column of five-digit numbers,
we move to the next column of numbers and continue, 17 the population size were be-
toveen 1000 and 9999, we would wse only Tour digits at & time. The column (oF row}
from which we begin selecting the numhbers does not matier, since the numbers have
no set pattern,

The reason for using random sampling is that it reduces the chance of selecting o
sample that is seriously hiased in some way, thus leading to inaccurate inferences about
the population, Everyone has the same chance of inclusion in the sample.

Probability and Nonprobability Sampling

Simnple random sampling is o type of probabifity sampling method. Such methods can
specify the probability that any particular sample will be selected. For simple rundom
sampling. each distinet possible sample of n subjects has the sume probability of selec-
tion. With probability samples one can apply inferential statistical methods, since the
derivation of those methods requires knowing the probabilities of the possible samples.
Nonprobability sampling methods are ones for which it is not possible to specify the
probabilitics of the possible samples. Inferences using such samples are of unknown
reliability.

One of the most commaon nenprobahility sampling methods is velunteer sampling,
As the name implies, in this method subjects volunteer themselves for the sample. In-
herent in this method is the danger that the sample will poorly represent the population
and will ¥ield misleading conclusions.

For instance. & mail-in questionnaire published in TV Guide posed the question,
“Bhonld the President have the Line [temn Veto o eliminate waste?” OF those who Te-
sponded, 97% suid yes, For the same question posed (o a random sample, 71% suid yes
{D. M. Wilbur, The Public Perspective, 1993,

A good example of volunteer sampling is visible almost any dity on LLS. television.
It's become a trend on many TV news and entertainment programs to usk viewers 10
offer their opinions on an issve of the moment by calling a 8900 nember, The problem
i thul the viewers who respond are unlikely 1o be a representative cross section, but
will be those people who watch that program and who happen (o feel strongly enough
to call. Individuals possessing one specific opinion on that issue might be much more
likely to respond than individuals holding a difterent opinion,

For instance, one night the ABC program Nightline asked viewers whether the Uni-
ted Mations should continve o be located in the United States, OF more than 186,000
callers, 67% wanted the United Nutions out of the United States. At the same Lime,
a scientific poll using a random sample of about 500 respondents estimated the true
percentage wanting the United Mations out of the United States to be shout 28%. Even
though the random sumple is much smaller, it is far more trustworthy since it greatly
reduces the chance of bias, From statistical inferential methods {from Chapter 5) with
this random sample, the true percentage of the population of ull Americans who want
the United Nations out of the United States is between about 24% and 32%.
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A large sample does not help with volunteer sampling—the bios remains. In 1936,
the newsweekly Literary Digest seor over 10 mallion questionnaires in the mail to pre-
dict the outcome of the presidential clection, The questionnaires went fo-a relabively
wisilthy sepment of society (those having autos or telephones), and lewer than 25%
were refurned, The jourmal wsed these o predict an overwhelming victory by Alfred
Landon over Franklin Boosevelt. The opposite result was predicted by George Gallup
with & much smaller sample in the first scientific public poll taken for this purposc. (In
fuct, Boosevelt won with 62% of the vode)

Another example of nonprobability snmpling is what we might call the sireetcorner
infarview: Aninterviewer stunds at o specific location and conducts inlerviews by stop-
ping whoever passes by, Severe biases may arize as a function of the time and Iocatbion
of the interview and the judgment of the interviewer in deciding whom to interview, For
example, working people might be underrepresented if the infervicws are conducted on
weekdays between 900 ALM. and 5:00 P-M_, und the rucial or sociveconomic composi-
taon of the sumple may be biased i the interviewer conducts the inferviews inan upscale
shopping mall,

Inferential statsucal methods urilize assumptions about the probability that any par-
ticular sample is selected. They are not valid for dota obtained with nonprobability sam-
ples, for which such probabilities are unknown,

Samples Based on Experimental Designs

In many sciences, data result from a plaoned experiment, The scienfisi has experimen-
tal control over the subjects’ values on factors that can influence the varizble of interest
i the study, such os temperare, pressuee, humidity, and so forth, Data obiained in
such studies are called experimental data. By contrast. data obtained from surveys are
colled edservational data, The researcher measures subjects’ responses on the vari-
ables of interest. but has no experimental control over the subjects.

A hajor purpose of many expenments is to compare responses of subjects on 2ome
outcome mensure, under different conditions. For instance, those conditions might be
different drugs for treating some illness or different combinations of chemicals for man-
utacturing some product. The conditions are called treatments. To obiain experimental
dhitar, the researcher needs a plan for assigning subjects w the different conditions being
compared. These plans arc called experimental designs,

For instance, inthe lale 19805, the Physiciuns' Health Study Besearch Group at Har-
vard Medical School designed a five-year randomized study to analyze whether regular
intake of asparin reduces mortaliny from cardiovascular disewse. OF about 22 000 physi-
cians, half werz randomly chosen to take an aspirin every other day, and the remaining
half ok a placebo, which had no active agent. After five vears, cates of heart attack
were compared for the two groups.

By using andomization o determine who received the placebn and who received
the aspirin, the researchers koew that the groups would roughly balasce on factors thar
could aflect heart attack rates, such us age and overall quality of health. If the physi-
cians could decide on their own which treatment o take, the roups might have been
out of balance on some important factor. Perhaps, for instance, younger physicians
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would have been more Tikely to select the aspirin regimen; then, lpwer heart amack
rate gmong the aspirin group could simply represent yOUNLEr subjects being less likely
1o suffer hears attacks.

Inthalance between groups is always & danger with ohservational studies, making il
difficull to compare groops. For imstance. if white students have a higher average sCOre
than black students on S0ME apandardized est, o varety of other unmessured variables
might peeount for that difference. such as parents’ education oF income or other envi-
ronmental factors.

In social research, unfortunately, it i parely possibie to comduct controlled expen-
ments. One cannot randomly assign subjecls 10 reatments cuch s Face or gender, This
1s alen sometimes true in ofher soiences, particulacly medical sciences. Consider, for
instance, a study of whether passive smoking { being exposed 1o secondhand cigaretie
amoke on a regular basis) leads 10 higher rates of lung cancer. An experimentil study
might take u sample of children, randomly selecl half of them for placement in am ens
vironment where they ame passive smyokers, and place the other half in an enyvironment
where they are not exposed 1o smoke, Then, perhaps 60 years later the observation 15
whether each has developed lung cancer. Clearly, [or many redsons, including time and
ethics, it is nol possible W0 conduct sueh an experimental study.

Regardicss of whether smudy is ohservational oF experimentul, randomization is
an important feature in any stody that involves making inlerences. This randomiza-
tion could take the form of randomly selecting a sample for an ohservational study, of
randomly allocating subjects 1o different conditions for an experimental stody.

2.3 Sampling and Nonsampling Variability

Even if a study wiscly uses randomiziton in selecting o samnple, the results of the study

still depend on which sample of subjects iz sctually selected, Twa researchers who se-
lect separate random agmpies from some pupulation may have very listle overlap, il
any, between the Lwo sample memberships, Therelore, the values of sample arafistics
will differ for the two samples, and the respective inforences hased on these samples

may differ.

Sampling Error

For instance, the Gallup and Harris organizations might each take & rundom sample
of 1000 Americans, in onder to esimake the percentige of Americuns who give the
president’s performance in office a favorable rating. Bascd on the samples they se-
lect, Gallup might repart an approval rating of 33%, wherens Harris might report one of
<89 This differcnce could reflect slightty different question wording, bul even if the
questions are worded exactly the same, the percentuges would probably differ some-
what because the sumples are differcot. For conclusions based on statistical methods o

he worthwhile, one must determing the potential smnpling arrar—ithe extent 1o which
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the value of a statistic may differ from the porameter it predicts because of the way
results vary from sample o sumple.

Sampling Errar

The sampling errar of & statistc is the error that ocours when a statistic based an a
sampls estimates or predicls the value of a population perametar.

Suppose that the troe population percentage giving the president a favorable rating
is 56%. Then the Gallup orgenization, which predicred 339, had a sampling error of
33% — 56% = —3%: the Harris organization, which predicted 58%. had a sampling
error of 58% —36% = 2%, In practice, of course, the sampling error is unknown, since
the true values of population parameters are unknown. However, the methods of this
text allow us 1o predict the size of the sumpling error, For samples of size 1000, for
instance, the sampling error for estimating percentages 15 usually no greater than 3%
or 450,

Random sampling guirds against a systematic bias in the sumpling error, such as a
rendency to underestimate consistently or overestimate consistently the truc parameter
values, It also allows us to gange the likely size of the sampling error. Yarability also
oecurs in the values of sample statistics with nonrandem sampling, but the extent of
that variability 15 not predictable a5 it is with random samples.

Other Sources of Variability

Oither factors besides sampling ervor can introduce variability into results from samples
and possibly cause bias, For instance, the sampling frame may suffer from nndercor-
erage. It may lack representation from some groups in the population of inferest to
us. A telephone survey will not reach homeless people or prison inmates or people not
having a telephone. If its sampling frame consists of the names in o elephone direc-
tory, it will not reach those having an unlisted nember. For many variables, responses
by the homeless or by those with unlisted numbers might well lend tw be considerably
different from those acteally sampled, leading (o biszed resulis,

Some subjects who are supposed to be in the sample may refuse to participale, or it
may nol be possible w reach them, This results in the proldem of ronresponse, which is
a seripus one for many surveys. 1 only half the intended sample was actually observed,
we should worry about whether the half not observed differ from those observed ina
way that causes hias in the overall results. Even if we select the sumple randomly, the
results are guestionneble il there 15 substantial nonresponse, say, over 206, Even in
censnses, which are supposed to record data for all people in the country. some people
are not observed or simply fadl w cooperate.

I an imlerview, characteristics of the interviewer or other factors may affect the re-
sponse in 4 way that introduces response bias. Respondents might lie il they think their
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response |0 a question is socially unaceeptable. They may be more likely to give the
response that they think the interviewer would prefer. An example is provided by a
study by Lynn Sanders, a political scientist at the University of Chicago, on the effect
of the race of the interviewer, Following a phone interview, respondents were asked
whether they thought the interviewer was black or white (211 were actually black). Per-
ceiving a white interviewer resulted in more conservative opinions, For example, 14%
agreed that “American society 1= [air 1o everyone” when they thought the interviewer
was hlack, but 31% agreed to the same statement when posed by an inferviewer the
respondent thought was white (Washingron Posi, National Weekly Edition, June 26,
[ 985).

The way a variable 1s measured can have a large impact on the Lypes of results ob-
served, For instance, the wording of a question in a survey ¢an greatly affect the re-
sponses. A Roper Poll was designed to determine the percentuge of Americans who
express some doubt that the Holocanst occurred. In response to the guestion, “Does
it seem possible or does it seem fmpossible 1o you that the Nazi eatermination of the
Jews never happened?” 22% said it was possible the Holocaust never happened. The
Roper organization luter admited that the question was worded in o conlusing manner.
When they asked, “Droes it seem possible to you that the Nazi extermination of the Jews
never happened, or do you feel certain that it happened?™ only [% suid it was possible
it never huppened (Mewsweek, July 25, 19854 )

Finully, even the order in which questions are asked cun influence the resulis dra-
matically, Crosson (1994) described o study that, during the Cold War, asked “Do you
think the U.5. should let Russian newspaper reponters come here and send back what-
ever they want?” and “Do you think Russia should let American newspaper reporiers
come in and send back whatever they want™ The percentoge of ves responses to the
first question was 36% when it was asked first and 73% when it was asked second.

In @ fine bnok summarizing the potential difficulties with conducting and interpret-
ing survey research, Crosson (1994) makes several recommendations. In particular,
she notes that any newspaper report or TV story should say who sponsored and con-
ducted the research, indicate how the questions were worded, and tell how the sample
was selected and how large it was. She notes, “As a general rule, the less information
that is available about the way & poll was conducted, the less it can be rrusted.”

Mizsing Data

A problem encountered in almost all large studies is missing date. Some subjects do
not provide responses for same of the vardables measured, Standard software ignores
cases for which observagions are missing for ot least one of the varigbles used in wn anal-
vais. This can result in much wasted information, however, and stafisticiang have ne-
cently developed methods that replice missing observations by predicted values based
o patterns in the data. Most of this work is beyond the scope of this text, but we refer
readers to Linle and Robin ( 1989) for a good introduction to this important topic.
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CHAPTER

A

MEASURES
OF CENTRAL
LOCATION

4.1 INTRODUCTION

Chapter 2 discussed the arganization of collections of numbers in the form of frequenc
disiributions and how such distributions could be portrayed in graphic form. We no
proceed to a consideration of how a collection of numbers, whether arranged in th
form of a frequency distribution or not, miy he described. How may indices o7 measur
that are descriptive of the properties of callections of numbers be defined? Frequenti
we wish to compare one collection of numbees with another collection. How is or
collection the same as or different from another? What indices or measures can I
used to make such comparisons possible? One property of a collection of numbers
central location, and several indices, or measures, may be psed to describe it
The term central location refers to a central reference value which is usual
close to the point of grestest concentration of the measurements and may in son
sures of central location in common u

sense be thought to typify the whole sel. Mea
are the mode, median, and arithmetic mean. Oither less frequently used measures 2

the geometric mean and the harmonic mean. By far the most widely used measure
central location is the arithmeric mean. This stalistic is an appropriate mEasure
central location for inerval and ratio variables. The median and mode are sometin
viewed as appropriste measures for ardinal and nominal variables, respectively,
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though they can also be used with interval and ratio variables. The geometric mean
and the harmonic mean have specialized applications.

The word average is commonly used as a general term and the equivalent of
the term central Jocation. When used in this way the arithmetic mean, the median,
and the like are particular instances of it and are simply different kinds of AVerages,
The word average is also used in common practice 1o refer to the arithmetic mean, as
in the phrase “first year average,"

4.2 THE ARITHMETIC MEAN

By definition the arithmetic mean is the sum of a set of megsirements divided by the
number of measurements in the set. Consider the following measurements: 7, 13, 22,
9, 11, 4, The sum of these measurements is 6. The arithmetic mean s, therefiore,
&6 divided by 6, or 11,

In general, if & measurements are represented by the symbols X, X2 X, . . X,
the arithmetic mean in algebraic language is

o
- X
Xy + X+ X+ 04X, %‘, : ;
_..._=—N_ |:4_'|:|

X N
J'L The symbaol f.;spukfl ?'_ag@;_ is used 10 denote the mm@p T ihe values

of X. The Greek l=tter sipma, ¥ . describes the operation of summing the N mea-

s P
surements. The summation extends from i = | (oi = N, Quite commonly the arithmetic
mean is written simply as

X= (4.2}

N
The limits of the summation are omitted. The summation is understood to extend aver
all available values of X.
.}- a symbol always denotes an ar[lhnmi_c_E]gEL]Thus ¥ denoles the
m 2 vara - The use of a bar 1o denote the mean is & widely used and
prefermed notational practice, i

The reader should note also that ZX = NX. Thus the sum of a variable X iz M
times the mean of X', An awareness of this simple fact is useful in 2 variery of situations.

4.3 CALCULATING THE MEAN
FROM FREQUENCY DISTRIBUTIONS

Consider a situation where diffcrent vilues of X occur more than once, The arihmstic
menn is then obtained by multiplying each vilue of X' by the frequency of its occurrence,
pdding together these products, snd then dividing by the wonal number of measurements.
Consider the following messurements: 11, 11, 12, |2, |2 13130 13,03, 13, 14,
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14, 15, 15, 15, 16, 16, 17, 7. 18 The value 11 occurs with a frequency of 2, 12
with a frequency of 3, 12 with a frequency of 5, and 5o on. These data may be writien

asg folloas:

Xi i JX
11 i F ]
17 - 54
G 3 k74
15 3 45
14 2 Pl 4
13 5 65
2 i M
11 i 22
Tl m E0

This is a frequency distribution with 2 class interval of 1, The symbol £, is used
1o denote the frequency of ocourmence of the particular value X, Multiplying each
yalue X, by the frequency of its occurrence and adding 1ogether the products f,X,, we
ohtain the sum 280. The arithmetic mean is then 280 divided by 20, or 14.0.

In general, where X Xe Xas o - o X, occur with !'rnquencl:s,ﬁ._fg.fj, A
fin where k is the qumber of different values of X, the arithmetic mean

|xi
f|x|+f:r:+fﬁs+"'+fu'{t_.§.f (4.3)
N N '

X =
Ohserve that here the symmation is over k terms, e qumber of differens values of
L i

the varigble X. Observe also that S X, = 2, fiX, The above discussion suggests 2

i= f= i

simple method for calculating the mean from data grouped in the form of a frequancy
distribution regardless of the size of the class interval. The midpaint of the interval
may be used to represent all values falling within the interval. We assume that the
variable X takes valucs comesponding 1o the midpoints of the intervals, and these ans
weighted by the frequencies. We multiply the midpoints of the intervals by the fre-
quencies, sum these products, and divide this sum by N to obtain the mcan, Mare
explicitly, the steps involved are as follows. First calewlate the midpoints of all
intervals. Secand, multiply each midpoint by the corresponding frequency. Third, sum
the products of midpoints by frequencies. Fourth, divide this sum by N to obtain the
mwean. To illustrate, consider Table 4.1.

The midpoints of the intervals X, appear in column 2. The frequencies fi appear
in column 3. The products of the midpoints by the frequencies fX, arc shown in column

L3

4. The sum of these products 3, fiX, is 1612, N is T6, and the mean X is obtained

=

by dividing 1,612 by 76 and is 21.21.

TABLE 4.1
Calculating tl
SCOrcs

Closs Nl
interval
=
4540
Al-2d
353w
10=34
15-19
14
1519
1014

5=

Todal

TN = 1602
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TABLE 4.1
Calculating the mean for distribution of test
SL0res
1 2 a 4
Frequency
Class Midpodnd Frequency ¥ mddpoint
interval X i X
A5—40 47 | 47
44 42 2 £
35-14 a7 i ] IEl
-1 ik & 152
I5-79 a7 ] 216
I0-24 1 17 T
1519 I7 28 442
I0-14 12 1l 132
] 7 3 14
-4 2 a 1
Total h 1612

d 1,412
T X =161 X =g =L

4.4 DEVIATION FROM THE MEAN

In statistical work frequent use is made of the difference betwesn a particular score
X, and the mean. Such o difference is spoken of as a deviation from the mean. Thus

.I,-=I',-f

Here x;, lowercase x,, is used 1o denole such a deviation, Similarly v denotes a deviation
from the mean of Y. Measurements or scores in their original form, denoted by X or
¥. are sometimes known as raw seores, Measurements of seores expressad as deviations
about the mean, denoted by xoor v, are called deviation scores. The wse af de viation
scores instead of raw scores involves a change of origin. Raw scores have a mean X
or ¥. Deviation scores have a mean of 0.

4.5 SOME PROPERTIES
OF THE ARITHMETIC MEAN

The arithmetic mean hos a number of interesting and wseful properties. The firit of
these is a very simple property. The sum of deviations of all the meusiremtents i o
sef frown their arithmetic mean is €. The anthmetic mean of the measurements 7, 13,
22,9, 11, and 4 55 11, The deviations of thess measuremeats from this mean are — 4,
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2,11, =2, 0, and — 7. The sum of these deviations is 0. Proof of this result is s

follaws:
W " N W " _
EIXJ—M=EH,FEx=.*~rx—Hx=u (4.4)
i=1 f=q =1l

[ ~
Since X = (E x) / N, it follows that %, X = NX. Also, ndding X, the mean, N
im |

f=l
times is the same as multiplying X by N thus if X is 11 and N is 6, we ohbserve that
1I.+II+H+!1+11+[I=E:¢:I!='EI5.
In many sifuations in statistics, use is msde of the square of deviations from the
mean: that is, quantities of the kind (X, = ¥ arc considered. A second useful property
af the mean invelves the sum of squares of deviations from the mean, that is, the

N
quantity, =, (X — WP, The sum af squares af deviarions from the arithmetic mean
=l

ix Jess than the sum of Squares of deviatlons from any ather value. The deviations of
the measurements 7, 13, 22, g, 11, 4 from the mean 11 are —4 711, =2,0, =T
The squares of these deviations are 16, 4, 121, 4, 0, 49. The sum of squares is 194,
Had any other origin been selected, the sum of squares of deviations would be greater
than the sum of squares about the mean. Select a different origin, say, 13. The
deviations are —6, 0, 9, 4, 2, —9. Squaring these, we have 36, 0, 81, 16, 4, B1.
The surm of these squares is 218, which is greater than the sum of squarcs ahout the
mean. Selection of eny other origin will demonstrate the same result.

This property of the mean indicates that it is the centroid, or center ol gravity,
of the sel of measuremenis, Indeed, the mean is 1he ceniral value about which the
sum of squares of deviations s 4 minimum. This result may be readily de maonsirated,
Consider deviations from an origin X + «. where ¢ # 0. A deviation of an observation

from this origin is

X -®+o=iX=-X-c (4.5)

Squaring and summing over N observations, we obiain

» N w N
T= Xt = XX TE-2T XX @48
d= = i= | d= 1
Because the sum of deviations about the mean is 0, the third weom on the nght is
Also ¢ summed N times i5 M and we wrile

5 w
W ) s R 0t + Ne' (4.7)

This expression states that the sum of squares of deviations about an origin X + ¢
may be viewed a5 comprising two parts, the sum of squares of deviations about the
mezn X and Nc?, The quantity Ne? is always positive. Hence the sum of squares af
deviations about an origin X + ¢ will always be greater than the sum of squares about
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X. Thus the sum of squares of deviations about the arithmetic mean is less than the
sum of squares of deviations about any other value, i

Any mean calculated on a sample of size N is an estimate of & population mean,
which is the value that would have been obtained were it possible 0 measure al]
members of the population. The distinction between sample and population values
wis discussed in Chapter [. The mean has the property that for most distributions it
Is & more accurate, or more efficient, estimate of the population mean than other
measures of central location, such as the median and mode, are of the population
values they purport to estimate. It is subject o less error. This is one reason why it
is the most frequently used measure of central location. Proof of this result is beyond
the scope of this book,

Reference has been made to 2 number of properties of the arithmetic mean. What
importance attaches to these properties, or why should they be discussed? The fact
that the sum of deviations about the mean is 0 greatly simplifies many forms of alpebraic
manipelation. Any term involving the sum of deviations about the mean will vanish.
The fact that the sum of squares of deviations about the mean is a minimum in effect
implics an altemative definition of the mean; namely, the mean it that measure af
cetitral location abowt which the sum of the squares is a minimum, In effect, the mean
is @ measure of central location in the leasr-sguares sense. The method of least squares’
is of considerable imponance in statistics and is used, for example, in the fitting of
lines and curves, The mean may be regarded as 2 point located by the method of least
squares. The fact that the sample mean provides a bener estimare of a population
parameler than other measures of central location is of primary importance. Throughour
statistics we are concerned with the problem of making statemenis about population
values from our knowledge of sample values. Obviously, the more accurate these
statements are, the barter,

4.6 THE MEDIAN

Another commanly used measure of central location is the median. The medizn iz a
value such that half the observations fall above it and half below it Consider the
following values of X arranged in rank order, where & corresponds to the rank znd A
i= an odd number:

X 2 7 16 &) 20 25 7
R 1 2 3 4 3 & 7

In this example the median is 19, It corresponds to the middle rank. Three observations
fall above it and three below it. If another observation, say 31, is added, then N is
an even number, and the median by common convention is arbitranily taken as the
arithmetic mean of the two middle values, 19 and 20, that is, {19 + 20%2 or 195,

With some data problems arise in caleulating the median, Consider the following
values of X;

A 7 ¥ T 3 8 B 9 9 10 10
R | 2 3 4 3 f 7 S 4 14
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For these 10 ohservations we are required to locate a point such that half the obser-
vations Tall above that point and hali below. Two differcnt procedures may be used.
The choice of procedure depends on whether the warigble is viewed a5 cominumes o
discrete. For the above data, if the variable is continwos, the three 85 may be assumed
to oecupy the inerval 7.5 10 8.5. The median is then obtained by linear interpolation.
In this instance we interpolate two-thirds of the way into the interval to obtain a point
ahave and below which half of the observations fall. The median i then 7.9 + 47
w E.17. If the variable is not continuous but is discrele and assumes only integral
values, then the score corresponding to the middle rank, which is (M + 1)2, is taken
ot the median. For the illustrative data above if the data are discrele, the median is

8.

When certain values of the variable ocour more than once, and the variable is
continuous and not discrete, the median is calculated by the methodd wsed in calculating
the median from data grouped in the form of a frequency distribution, as described in

Section 4.7,

4.7 CALCULATING THE MEDIAN
FROM FREQUENCY DISTRIBUTIONS

In calculating the median from data grouped in the form of 2 frequency distribution.
the problem is to determine a value of the variabie such that one-half the observations
fall ahove this value and the other half below. The method will be illostrated with

reference to the data in Table 4.2.

TABLE 4.2
Frequency distribation of

psychological test scores

1 1 3
Class Cumulotive
inierval Frequency frequancy
4540 I ]
A= 2 13
M-8 ] 73
-34 ] T
2520 B L)
0-24 ¥ 56
15=19 5 39
1-1= 11 i3
i=9 2 ]
04 0 ]
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First, record the cumulative frequencies as shown in column 3. Second. defer-
mine Nf2, onc-half the number of cases, in this example 38. Third, find the class
interval in which the 38th case, the middle case, falls. The 3Bth case falls within the
interval 15 to 19, and the exact limits of this intervel are 14,5 and 19,5 Clearly, the
38th case falls very close to the top of this interval because we know from an ex-
amination of our cumulative frequencies that 19 cases fall below the top of this interval,
that is, below 19.5. Fowrth, interpolate between the exsct limits of the interval to find
a value above and below which 38 cases fall, To interpolate, observe that 26 cases
fall within the limits 14.5 and 19.5, and we assume that these 26 cases are uniformly
distributed in rectangular fashion between these exact limits. Now to armive at the 381h,
or middle, case we require 25 of the 26 cases within this interval, because 2 + 11
+ 25 = 34, This means that we must find a point between 14,5 and 19.5 such that
23 cases fall below and 1 case above this point. The proportion of the interval we
require is 3, which is 8 % 5 units of score, or 4.81. We add this to the lower limit
of the interval to obtain the median, which is 14.50 + 4,81, or 19.31.

Let us summarize the steps involved:

1. Compute the cumulative frequencies.
2, Determine A2, one-half the number of cases.

3. Find the class interval in which the middle case falls, and determine the exaer limits
of this inferval.,

4. Interpolate to find a valus on the scale above and below which ope-half the total
nember of casss falls. This is the median.

Far the student who has difficulty in following the abowe, a simple formula may
bz employed.
Nz =K
I

where £ = exact lower limit of interval containing the median
F = zum of all frequencies below L
fa = frequency of interval containing median
N = pumber of cases
h = class interval

In the present example L = 14,5, F = 13, f, = 26, N = 76, and h = 5. We have
¥ - 13
26

Median = L +

h (4.8)

Median = 14.5 +

®x 5= [3.3]

This method assumes that the observations within the interval containing the median
are uniformly distributed over the range of that interval, and simple linear imerpolation
is appropriate.
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Data for o discrete variable may be encountered which have been amng:eu:l in
the form of a frequency distribution. With such data the median is the midpoint of
the interval containing 1he median, :

4.8 PROPERTIES OF THE MEDIAN

The reader will recall that the arithmetic mean has the property that the sum of squares
of deviations [rom it is less than the sum of squares of deviations about any other
value. In effect the mean X is a value such that (X — X7 is a minimum. The medizn
hus an analogous property. The sum of absolute deviations (deviations without s1gn)
about the median is fess than the sum of abselute deviations about any other value.
If we denate an absolute deviation from the median as [X — mdn|, then the median
is a value such that EJX — mdn| is a minimum. .

Stavig (1978} points out that if & set of discrete valucs is treated as continuous,
he median so calcolated may not satisfy the requirement that Z|X — mdn| is a
mirimum. Consider the observations 7, 7. 7, 8, 8, &, 9, 9, 10, 10, If the variable is
viewed a5 discrete, the median is 8 and the sum of absolute deviations about it is 9.
I the variable is wreated as continuous, the median is 8.17 and the sum of absalutc
deviations is 10.83. Why does this discrepancy in the sum of absolute deviations
occur? If the variable is viewed as continuous, any consideration of the sum of absolue
deviations of the eriginal values from the median is simply incomect. An undnr]:.r:mg
cantinuous scale has been astumed. The median is a point on that scale corresponding
to the middle rank. Every other rank has. however, a corresponding point on this
seale. Consequently the appropriate sum of sbsolute deviations is the sum of absolute
deviations of these points on the underlying scale from the median. Values corme-
sponding 1o each rank on this scale may be readily calculated using a formula given
by Stavig (1978), which is a medification of formula (4.8): % = L + [iR = .'S =
F ) f.)h. Here X is the score on the underlying scale, R isthe rank from | 1o :'4' without
regard for ties, and the remaining lerms are as in formula (4.8). Note that this formula
is the same as formula (4.8) except that (R — .§) has been substitwted for 82, In the
present example values of X comresponding to different values of 8 are 6.67, 7.00,
733 767, §.00, B.33, 8,67, 9.00, 9.33, and 9.67. The median is 8,17, The sum of
phsolute deviations about this value is 8.33.

4.9 THE MODE

Anaother measure of central location is the mode. In situations where different values
of ¥ oceur more than once, the mode is the most frequently occurring value. Consider
the ohservations 11, 115 12, 12 12, 13, 13, 13, 13,13, 14, 14, 14, 15, 15, 15, 16,
16, 17, 17, 18. Here the value 13 occurs five times, more Mrequently than any other
vitlue: hence the mode is. 13,

In situations where all values of X occur with equal frequency, where that
frequency may be equal 10 or greater than 1, no modal vilue can be calculated, Thus
far the set of observations 2. 7. 16, 19, 20, 25, and 27 no mode can be obtained.
Similarly. the ohservations 2, 2. 207, 7.7, 16, 16,16, 19, 19, 19, 20, 20, 20, 25,

25 25,212
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23, 15, 27, 1. 27 do not permit the caleulation of a modal value. Allvilues occur
with a frequency of 3,

In the case where two adjacent values of X occer with the same frequency, which
i5 lurger than the frequency of occurrence of other values of X, the mode may be taken
rather arbitrarily as the mean of the two adjacent values of X, Consider the observations
1 D1 E2 02,002, 13, 13, 13, 13, 14, 14, 14, 14,15, 15, 16, 16, 17, 1% Here the
valies 13 and 14 both occur with a frequency of 4, which is greater than the Trequency
of cccurrence of the remaining values. The mode may be taken as (13 + 1412, or
13.5.

Where two nonadjacent values of X oceur such that the frequencies of bath are
gredter than the frequencies in adjacent intervals, then each value of X may be taken
as a mode and the fet of observations may be spoken of as bimodal. Consider the
observations 11, 11, 12, 12, 12, 13, 13, 13, 13, 13, 14, 14, 14. 15, |5, I35, 15, 16,
16, 16, 17, 17, 18, Here the value 13 occurs five times. and this is greater than rthe
frequency OF ocourmence of the adjscent vilues, Also 15 oceurs four imes. and this
is also greater than the frequency of occurmrence of the adjacent values, This set of
observations may be said to be bimodzal.

With data grouped in the form of a frequency distribution, the mode is taken as
the midpoint of the class interval with the largest frequency,

The mode is a statistic of limited practical value, It does not lend fealf 1o algebraic
manipulation. For distributions with two or more modes, such modes are obviously
not measures of central location. The mode can be considered a measure of central
location only for distributions that taper off systematically toward the extremities,

4.10 COMPARISON OF THE MEAN,
MEDIAN, AND MODE

The arithmetic mean may be regarded as an appropriate measure of central location
for interval and ratio variables, All the particular values of the varizble are incorporated
in its calculation. The median is an ordinal statistic. Its calculation is based on the
ordinal properties of the data, If the observations are arranged in order, the median is
the middle value. s calculation docs not incorporate all the particular values of the
variable, but merely the fact of their occurence above or below the middle vilue,
Thus the sets of numbers §, 7, 20, 24. 25 and 10, 15, 20, 52. 63 have the same
median, namely, 20, although their means are quite different. The mode, the value
or class with the greatest frequency, is a nominal statistic. Its calculution does oo
depend on particelar values of the variable or their order, but merely on their frequency
of occurrence,

A comparison of the mean, median, and mode may be made when all three have
teen calculated for the same frequency distribution. IF the frequency distribution is
represenied graphically, the mean is a point on the horizontal axis which corresponds
to the centroid, or center of gravity, of the distribution. 1f a cutoul of the disiribiation
is made from heovy cardboard ond balanced on a knife edge. the point of balance will
be the mean. The median is a point on the horizontal axis where the ordinate divides
the totul aren under the curve into two equal parts. Half the area falls o the left und
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i
E
I_ aft
Mode | Meen
Medizn
FIGURE 4.1

Relation hetwesn the m=af, median, ard mede in 2 positively sewed [regoensy disribation.

half to the right of the ordinate at the median, The mode is & point on the horizontal
axis which corresponds 1o the highest point of the curve.

If the frequency distribution is symmetrical, the mean, median, and made G0~
incide. 1f the frequency distribution is skewed, these three measures do not goin-
cide. Figure 4.1 shows {he mean, median, and mode for a positively skewed fre-
he mean is greater than the median, which in

Quency distribution. We note that t
jurn is greater than the mode. 1f the distribution is negatively skewed the TEVErsS

relation holds.

A question may be raised reparding the appropriate choice of a measure of
central location. In practical situations this question is rarely in doubt. The arith-
metic mean is usually to be preferred 10 sither the median or the mode. It is rig-
arously defined, casily calculated, and readily amepable to algebraic treatment. it
provides also & hetter estimate of the corresponding population parameter than either
the median or the mode.

The median is, however, 10 be preferred in some situations. Observations may
accur which appear 10 be atypical of the remaining chservations in the sel. Such
chservations may greatly affect the value of the mean. Consider the observations 1,
3,3,4,7,9, 10, 1L B6. Observation 86 s quite atypical of the remaining ebservations,
and its presence greatly affects the value of the mean. The mean is 15, a walue grealer
than eight of the nine ohservations. The median is 7. Under circumstances such as
this it may prove advisable in reating the data to use ctatistical procedures that are

based on the ordinal properties of the data in preference (o procedures that incorporale
all the particular values of the variable and may be grossly affected by atypical values.
The median, an ordinal statistic, may under such circumstances be preferred to the
mean. ln the above example the set of ohservations is grossly asymrmetrical. If the
distribution of the variables shows gross asymmetry, the median may be the preferred
aatistic, bocause, regardless of the asymmetry of the distribution, it can always be

interpreted as the middle value.
Far 2 sirictly nominal variable the mode, the most frequently occurring class or

value, is the |
interval, ratio,
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walue, is the only “mest typical” statistic that can be used, It 5 rarely osed with
interval, ratio, and ordinal variables where means and medians can be caleulated.

4.11 OTHER MEASURES
OF CENTRAL LOCATION

The arithmetic mean is obtained by adding together all ¥ measurements in a set and
dividing by . Thus the mean 15 a particular function of a set of measuremants. Other
functions may be defined. For example, all ¥ measurements may be multiplied together
and the Nh root of the product obtained. This is the geomerric mean, denated by GM.
Thus

N
G = ".-.Pi'r.f; e -.‘-".',-.-

With two numbers, say 3 and 6, the geomeiric mean is W3 x 6 = VE = 4.4,
The peomeiric mean of the numbers 2, 3, B, 0 is GM = V2 x 3 x B x [0 =

".-"d 4B = 4. 68, Mote thai GM* = 4.88* = 480,

The geomerric mean is used as a measure of central location when the mea-
surements are ratios, and the variable meets the criteria required for ratio measurement.
It has limited wvse in piychology and education, but has frequent use in areas such as
economics, demography. and sociology, It has 2 number of applications in this book
although it may not be jdentified as the geometdc mean. For a simple example,
expressions of the kind VECEy? are geomelric means.

The geometric mean has a simple grometric interpretation. Numbers such as 3
and & can be represented as distances berween points. The product of two numbers
can be represented as an area. Thus a rectangular figure 3 inches wide and 6 inches
long has an ared of 18 square inches. The square root of 18, or 4,24, is the dimension
of & square whose area is equal 1o that of the rectangle 3 by 6. Likewise the product
of three numbers is @ volume, and the cube root of their product is the dimension of
a cube with the same volume, This argument can be generalized to any value of &,
When viewed in geometric lerms the geometric mean is the dimension of 2 SYMmelrc
N-dimensional “cube” with the same volume as an N-dimensional figure whose volume
is GMY = X, + Xy -+ X

BASIC TERMS AND CONCEPTS

Average
Arithmetic mein
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Deviation store
Sum of deviitions sbout mean




CHAPTER

2

FREQUENCY
DISTRIBUTIONS
AND THEIR
GRAPHIC
REPRESENTATION

2.1 INTRODUCTION

The data ohtained from the conduct of experiments or surveys are frequently collections
of numbers. Simple inspection of a collection of numbers will ordinarily communicate
very litde to the understanding of the investigator. Some form of classification and
description of these numbers is required to assist interpretation and to enable the
information which the nombers contain to emerge. Under certain circumstances ad-
vantages attach to the classification of data in the form of frequency distributions.
Such classification may help the investigator to understand important features of the
data. This chapter discusses the arrangement of data in the form of frequency distri-
butions, the graphic representation of frequency distributions, and the ways in which
one frequency distribution may differ from another. Chaptess 3, 4, and 5 1o follow,
discuss the statistics used 1o describe the properties of frequency distributions, or the
properties of the collections of numbers which these distributions comprise.

2.2 FREQUENCY DISTRIBUTIONS

A coin is wssed 10 times, and the following resulis are obtained: HHTHTHHH
T H. Here the number of times heads occurs, the frequency of heads, is 7, and the
16
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number of times tails occors, (he frequency of tails, is 3. These dats could :I:u: arranged
in the form

g
H 7
T |
Tooad ]

The symbol £ denotes the frequency. This arrangement of the data is a frequency
distribution. It is an arrangement of the data that shows how often heads and tails
L.

A die is rolled 24 times and the following results recorded:

[

t
5
b
5

LA e o
i Fey

i L e —
e ok e
L b —

The numbers appearing when a die is rolled constitute a variable X, which is limited
to the values 1, 2, 3, 4, 5, and 6. In the above dara, 6 cecus 3 times, 5 occurs 7
times, and so on. These data may be armanged as follows:

X f
i 3
5 7
B 4
3 4
2 3
I 1

Tatal 24

This wrangement is a frequency distribution. It shows the frequency of occumence of
the values 1, 2, 3, 4, 5, and 6,

Consider the data of Table 2, 1. These are the [Q= of 100 children obtained from
the administration of a psychological test. These scares range from 67 to |34, By
caunting the number of times cach scgre occurs, an arrangement of the data as shown
in Table 2.2 is obtained. This arangement shows how mimy times each score oecurs,
and is 4 frequency distribution. Note, however, that the number of groupings of scores
is large. Usoally it is advisable to reduce the number of clasees by arranging the data
into arbitrarily defined groupings of the variable; thus all scores within the range 65
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TABLE 2.1
Intelligence quotients made

by 100 pupils on a mental
test

10 1LE B2 105 134
13 S E HiKd LT
El =0 121 75 o3
] Ty ) i B2
101 1] B &l B¥
104 EL L] s (L]
1L ol 104 1Ll Bl
|xz i G2 101 "7
9 1m bk a &7
108 3 Bd 84 10
{ie i G L] 1]
a7 a5 91 107 Loz
109 K| B2 103 116
86 b Lk I e
13 106 Th 94 L&
12 B? 121 B i2?
10 V2] 15 e T
o3 o) 1] 13 L0
a9 T 17 114 17
| ) 1] gy 1w

w0 60, that is, all scores with the values &5, 66, 67, 68, and 6%, may be grouped
topetner. All scores within the ranges 70 to 74, 75 w0 79, and 0 on, may be similarly
grouped. Such groupings of dia are uswally done by entering & fally mark for each
score opposite the range of the variahle within which it falls and counting these tally
marks 1o obtain the oumber of cases within the range. This procedure is shown in
Table 2.3.

The arbitrarily defined groupings of the variable are called class frrervals, In
Tshle 2.3 the class interval is 5. This arangement of data is also a frequency distri-
bution, and the number of cases falling within cach class interval is a frequency. The
only difference between Tables 2.2 and 2.3 is in the class interval. which is | in the
former table and 5 in the latter.

In general, a frequency distribution is any amangement of the data that shows
the frequency of occurrence of different valucs of the variable or the frequency of
nccurmence of values falling within arbitrarily defined ranges of the warinble known as
class intervals.

2.3 CONVENTIONS REGARDING CLASS
INTERVALS

In the arangement of data with a class interval of 1, as shown in Table 2.2, the
original ohservations are retaincd and may be reconstructed directly from the frequency

TABLE 3
Freguei

clsses

Score

134
133
132
13§
130
113
I8
127
126
125
124
133
122
21
130
119
118

TABLE
Frequs
intellig
21

Clazs
inderval

| 30} 3
1251329
I H0=1.24
PEE=115
FI0-1 15
105=105
10—
3500

WGt
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TABLE 2.2
Frequency distribution of intelligence quotients of Tahle 2.1 with as many
classes as score values

S i) Srore I Score xf Senre I
134 I 17 3 1] 3 a3 2
113 L& I oo 3 R 4
132 1 a8 1 L] 3
131 L 114 1 a7 4 6L ED 3
150 LRE i 25 F b r
12 a e 112 v 95 1 TE H
1258 i 3 G4 1 . |
127 1 LED 1 93 T Th |
126 0% 4 a2 2 75 [
125 104 3 1 E ™
124 107 2 w0 4 T3 1
123 104 ! B 3 12 1
12 1 105 s ik} 7l
4] rd 104 4 BY | Fil|
120 103 5 £s | &

14 b 102 X 5 LR GE
118 {2} P a4 i 67 |
TABLE 2.3

Frequency distribution of the
intelligence quotients of Table

2.1

Clasg.

interval Tally Frequency
130- 34 ! |
135129 ! I
120124 Ja 3
15=119 W 4
-1 14 e T T
IDS=108 T Mgy 12
1 00- 104 Ty T TS 13
U5-50 P i 7
fo i T br P R T 17
E5-g9 T 5
E0-R4 Ty T T 1%
Ti-70 b B
Th=T4 M 3
G559 ! 1

Toead 1040




2 pamic STATISTICS

distribution without boss of information, I the class interval is greater than 1, say, 3,
5 or 10, some loss of information regarding individual observations is imcurrad; that
is, the original chservations cannot be reproduced exactly from the frequency distri-
bution. If the class interval is large in relation 1o the total range of the set of obser-
vations, this loss of information may be appreciable. If the class interval is small. the
classification of data in the form of a frequency distribution may lead to very litle
gain in convenience over the utilization of the origing] observations.

The rules listed below are widely used in the selection of class intervals and
lead in most cases to a convenient handling of the data.

1. Select a class interval of such a size that between 10 and 20 such intervals will
cover Lhe total range of the observations. For example, if the smallest ohservation
in 3 set were 7 and the largest 156, & class interval of 10 would be appropriate and
would result in an amangement of the data into 16 intervals. I the smallest ob-
servation were 2 and the largest 38, a class interval of 3 would result in-an
arrangement of 14 intervals, If the observations ranged from 9 1o 20, a class interval
of 1 would be convenicnt.

3 &elect class intervals with a range of 1. 3, 5, 10, or 20 points. These will mest
the requirements of most sets of data.

4. Siart the class fnterval at a value which is a multiple of the size of that interval.
For example, with a class interval of 5. the mntervals should start with the valees
5,10, 15, 20, etc.

4. Arrange the class imervals according to the order of magnitude of the observations
they include, the class interval containing the largest observations being placed m
the top.

2.4 EXACT LIMITS OF THE CLASS
INTERVAL

Where the variable under considermion is continuous, and not discrete, we select a
unit of measurement and record our observations as discrete values. When we record
an observation in discrete form and the variable is a continuous one, we imply that
the value recorded represents & value falling within cenain limits. These limits are
usually taken as one-half unit above and below the value reported. Thus when we
report a measurement to the nearest inch, say, |6 inches, we mean that if o moge
sccurate form of measurement had been used, the value obtined would fall within
the limits 15.5 and 16.5 inches.

Strictly speaking the limits are 13.5 10 16.499, where the later figurs % a
recurring decimal, but for convenience we write the limits as 13,5 to 16.5. Similarly,
4 measurement made to the nearest 1enth part of an inch, say, 31.7 inches, i5 understood
w fall within the limits 31.65 and 31.75 inches. In a reaction-fime experiment i
particular observation measured to the nearest thousandih of a second might be, say,
196 second. This assumes that had a more accurate timing device been used the
measurement would have been found 1o fall somewhere within the limits .1935 and
1965 second.
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TABLE 1.4
Class intervals, exact limits, and midpoints

for frequency distribuotion of intelligence

quolients
| z E: -4
Class Midpaint of
interval Exact limils Interval Frequency
10-134  179.5-104.5 1324 1
125128 12451205 127.0 1
120024 [I9.5-124.5 Fzz.0 3
[15-119  [14.5-119.5 117.0 &
H=kid 51145 120 T
105109 104.5-109.5 1070 12
100104 95|05 102.0 14
L 54,5005 g7, %
-4 B9.5-945 920 17
B5-29 B4.3-%9.5 £7.0 5
B4 T0.5-24.5 820 15
-7y Td.5-79.,5 7.0 &
T0-74 B9.5-74.5 2.0 3
LA 64 505 670 1
Total [y

Class intervals are usually recorded 1o the neasest wnit and thereby reflect the
accuracy of measurement. For various reasons it is frequently necessary Lo think in
terms of so-called exact lmits of the class interval. These are sometimes spoken of
as class boundaries, or end values, and sometimes as real Jmits, Consider the class
interval 95 to 99 in Table 2.3, We grouped within this interval all measurements tking
the values 95, 96, 97, 98, and 99, The limits of the lower values are 94,5 and 95,5,
while those of the upper value are 98.5 and 99.5. The total range, or exact limits,
which the interval is presumed to cover is then clearly 94.5 and 99.5. which means
all values greaier than or equal (o 94.5 and less than 99,5,

The above discussion is applicable to continuous variables only. With discrete
variables no distinction need be made between the class nterval and the exact limits,
of the interval, the two being identical.

Table 2.4 shows the frequency distribution of the 105 of Tahle 2.1 Column 1
shows the class interval as usually written, while column 2 records the exact limits,
In practice, of course, the exact limits are rarely recorded as in Table 7.4,

2.5 DISTRIBUTION OF OBSERVATIONS
WITHIN THE CLASS INTERVAL

The grouping of data in class intervals results in a loss of information regarding the
individual ohservations themselves. Scores may differ one from another within a limited
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This chapler explores how principles of lainguage assessment can and should be
applied 1o formal tests, but with the ultimate recognition that these principles dlso
apply to assessments of all kinds. In this chapter, these principles will be wsed

— evaluate an existing, previously published, or created test. Chapter 3 will conter on

i how to use those principles to design a good test,

1O various How do you know if i (st is effective? For the most part, that question can be

definitions answered by responding o such questions as: Can it be given within appropriate

““‘jﬂ-“}‘e“[:‘l_ administeative constrints? Is it dependible? Docs It accurtely measure what you

standing of want it to measure? These and other questions help to identify five cardinal criteria
Sor“testing a test™: practicality, reliability, validiry, authenticity, and washhack. We will

sgnage festing took at cach one, but with no pricrity order implied in the order of presentation.

- b it ks @ g [ 3

ol language

,—_fern:nl.':l:;;i An cffcctive test is practical. This means that it

fases; BOES.

nloadable 3t « {5 not excessively expensive,

i2-page LOME « stavs within approprinte time constraints,

pnary of lan- * is relatively easy to administer, and

has a scoring/evaluation procedure that is specific and time-cflicient.

A test that is prohibitively expensive is impractical. A test of language profi-
ey that takes a student five hours to complete is impractlcal—it consumes
time (and money) than nocessary (o accomplish its objective. A test that
sors individual one-on-one procioring is impractical for a group of several hun-
== test-takers and only a handful of examiners. A test that takes a few minutes for
smdent 1o take and several hours for an examiner to evaluate is impractical for
= chssroom situations, A test that can be scored only by computer is impractical
sest takes place a thousand miles away from the nearest computer. The value
ality of a test sometimes hinge on such nitty-gritty, practical considerations.
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CHAPTER 2 Principles of [anguage Assesimen|

Here's 4 little horror story about practicality gone awry. An administrator of 2
six-week summertime short course needed to place the 50 or so snudents who had
enrolled in the program. A quick search yielded a copy of an ald English Placement
Test from the University of Michigan. It had 20 Hstening items based on an aupckice
tape and A0 items on grammar, vocabulary, and reading comprehension, all muultiple-
choice format. A scoring grid accompanied the test On the day of the test, the
required number of test booklets had been secured, a proctor had been assigned 1o
monitor the process, and the administrator and proctor had planned 1o have the
scoring completed by later that afterncon so siudents could begin classes the next
day. Sounds simple, right? Wrong.

The students arrived, test hooklets were distributed, and directions were glven.
The proctor started the tape, Soon students began to look puzzled. By the fime the
tenth item played, evervone looked bewildered. Finally, the proctor checked a test
booklet and was horrified to discover that the wrong tape was plaving; it was a tape
for apather form of the same test) Now what? She decided 1o mndomly select a
short passage froan a eextbook that was in the room and give the students a dicti-
tion, The students responded reasonably well. The next 80 non-tape-based ftems
proceeded without incident, and the students handed in their score sheets and dic-
(AHon papers,

when the red-fuced administeator and the proclor got together later to score
the tests, they faced the problem of how 1o score the dictation—a more subjective
process than some other forms of assessment (sec Chapier ). After a lengthy
exchange, the two established a point system, but after the first few papers had been
seored, it was clear that the point system needed revision. That meant going back 1o
the first papers 1o make sure the new system was followed,

The two fculty members had barely begun o score the 80 multiple-chodce
items when students began returning 1o the office o receive their placements.
Students were told o come back the next morning for thelr results. Later that
evening, having combined dictation scores and the 804tem multdplechoice scores,
the two frustrated examiners finally arrived at placements for all students,

It's easy 1o see what went wrong here, While the listening comprehension sec-
tion of the test was apparently highly practical, the administrator had failed 1o check
the marerials ahead of dme {which, as you will sce below, is a factor that touches on
unreliability as welly. Then, they established a scoring procedure that did not fit into
the time constraints. In classroom-based resting, time is almost always i crucial prac-
ricality factor for busy teachers with too few hours in the day!

RELIABILITY

A reliable test is consistent and dependable. If you give the same test to the same
student or matched students on two different occasions, the test should yield sim-
flar resulis, The issue of relfability of a test may best he addressed by considering 2
number of factors that may contribute to the unreliability of a test. Consider the
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idministrator of 2 following possihillties (adapted from Mousavi, 2002, p. 804): fluctuations in the sme
students who had dent, in scoring, in test administration, and in the test itself.

f:-nglish Placement

ised on an audio- Sesdent-Related Reliability

1siom, all multiple-

v of the test, the The most common learnerrelated issue in reliability is caused by temporary illness,

 been assigned to Srigue, 3 “bad day" anxiety, and other physical or psychologicil fctors, which may

nned to have the sk an “observed score deviate from one’s “crue” score, Also included in this cate-

n classes the next wory are such factors as a testtaker's “test-wiseness” or strategics for efficient rest
wking (Mousavi, 2002, p. B04).

CHONS Wers gIven.

d. By the time the faeer Reliability

por checked a test

IVing; it wils 4 Gpe Saman crror, subjectivity, and bias muy enter into the scoring process. Inter-rater

randomly select 2 ‘reliability occurs when two or more scorers vield inconsistent scores of the same
e students a dicts ==, possibly for lack of attention 1o scoring Critera, inexperience, inattention, or
rtape-based frems oven preconceived biases. In the story above abour the placement test; the initial
are sheets and dic scoring plan for the dictations was found to be unreliablc—rthat is, the two scorers

were not applving the same standards,
ther later 1o score Rater-reliability issues are not limited w0 contexts whers Dwo Or more scorers
-2 more subjective e amvolved. Intra-rater reliability is a3 common occurrence for classroom
v, After 3 lengthy S=achers because of unclear scoring criteria, fatigue, bias towird particular *good”
o papers had been md “bad” students, or simple carelessness. When ['am faced with up o 40 pests to
eant going back 1 sl in only a week. | know that the standards [ apply—however subliminally—zto

e first few tests will be different from those I apply to the last few, [ may be “easier”
B0 multiple-cholos azrder” on those first few papers or 1 may get tired, and the result may be an
their placements meensistent evaluation across all tests. One solution to such intr-rter unreliabilivy
results, Later tha =85 read through about half of the tests before rendering any final scores or grades,
iple-choloe sconss e to recyele back through the whaole set of tests to ensure an even-handed judg-
[ students. e In tests of writing skills, rmter reliability is particularty hard to achicve since

omprchension set _ ag proficiency involves numerous traits that are difficult oo define, The careful
had failed o cheds ssecSication of an analytical scoring instrument, however, can increase rater relia-
tor that touches o ey 1 D, Brown, 19917,

that did nuot fit i
wiays 4 crucial prs 1 inistration Reliability

=Sability mmay also result from the conditions in which the test is administered, T

= witncssed the administration of a test of auml comprehension in which a tape

=7 plaved items for comprehension, but because of street noise outside the

2 students sitting next to windows could not hear the tape accurately. This

ne [est to the same W s clear case of unreliability caused by the conditions of the test administragion

st should vield s== s sources of unreHability are found in photocopying variations, the amount of

=d by considering: different parts of the room, variations in remperature, and even the condi.
a test. Consider 8 desks and chairs,
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Test Reliability

Sometimes the nature of the test itself can cause measurement errors, If 2 test is wo
long, test-takers may become fatgued by the time they reach the kiter fiems il
hastily respond incorrectly. Timed tests may discriminate against siudents whao do
not perform well on a test with a time limit, We all know people (and you may be
included in this category!) who *know” the course material perfectly but whir are
adversely affected by the presence of a clock ticking away. Poorly written test ilems
fthat are ambiguous or that have more than one COMmMect answer) may be a further
soures of test unrelinbalicy,

VALIDITY

By far the most complex criterion of an effective test—and arguably the most impogs
tant principle—is validity, “the extent to which inferences made from assessment
results are appropriate, meaningful, and useful in terms of the purpose of the asscss-
ment® (Gronlund, 1998, p. 226). A valid test of reading ability actually measures
reading ability=—not 20/20 vision, nor previous knowledge in a subject, nor some
other variable of questionable relevance. To measure writing ability, one might ask
srudents to write as many words as they can in 15 minutes, then simply count the
words for the final score. Such a test would be easy to administer (practicaly, and the
scoring quite dependable (reliable). But it would not constitute o valid- test of
writing ability without some consideration of comprehensibility, rhetorical dis-
courte clements, and the orpanization of ideas, among other factors.

How is the validity of a test established? There Is no final, absolute measure of
validity, but several different kinds of evidence may be invoked in support. In some
cases, it may be appropriate to examine the extent to which a test calls for perfor-
mance that matches that of the course or unit of study being tested. In other cases,
we may be concerned with how well a test determines whether or not students have

ceached an established set of goals or level of competence. Statistical correlation with.

other related but independent measures is another widely accepted form of evi-
dence, Other concerns abour 2 test's validity may (ocus on the consequences—
bevond measuring the criteria themselves—of a test, or even on the test-taker's
perception of validity. We will look at these five types of evidence below.

Content-Related Evidence

If a test actually samples the subject marter about which conclusions are to be

drawn, and if it requires the test-taker 1o perform the behavior that is being mes
sured, it can claim content-related evidence of validity, often populary referred to as
content validity (c.g.. Mousavi, 2002; Hughes, 20033 You can usially identify con-
rene-related evidence observationally if you can cleardy define the achievement that

you are measuring, A test of tennis competency that asks someone to run a 1d-yard
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dash obviously lacks content validicy, IF you are (rving to asscss @ person's ablioy to
speak a second Linguage in a conversational sewing, asking the learmer to answer
paperand-pencil multiple-choice questions requiring grammarical judgments docs
not achieve content validity, A test that requires the learner actually to speak within
some sort of authentic context does, And il a course has perhaps ten oljectves but

only two are covered in a test, then content validicy suffers.

Consider the following quiz on English articles for a high-beginner level of a

conversation class (listening and speaking) for English learners.

English articles quiz

23

Directians: The purpose of this quiz is for you and me ta find out how well you
know and can apply the rules of article usage. Read the following passage and
wrile afan, the, or O (mo articlel in each blank.

Last night, 1 had {1) very strange dream. Actually, it was {2
nightmare! You know how much | love i3y zoos, Well, | dreamt that |
went 1a (4) Lan Francisco zoo with (3} fewy friends. When we got
these, it was very dark, but (6] moan was out, soowe weren't afraid. |
wanted 1o see (7] monkeys first, g0 we walked past (8)
round and () lions' cages to (100 monkey section.

[The story continues, with a total of 25 blanks ta fill.}

merry-go-

The students had had a unit on zoo animals and had engaged in some open discus
wions and group work in which they had practiced arricles, all in listening and
speaking modes of performance. In that this quiz uses a familiar setting and focuses
o previously practiced language forms, il is somewhat content valid, The fact that
o weas dministered in written form, however and reguired soudents oo read the pas-
~wge and write their responses makes it guite low in content validity for a lis
EmingSspoaking class,
There are a few cases of highly specialized and sophisticated testing instru-
emis that may have questionable content-related evidence of validity It is possible
- comtend, for example, that standard language proficiency tests, with their context-
=duced, academically oriented Janguage and limited stietches of discourse, lack
ontent vilidity since they do nor require the full spectrum of communicative per-
- Semance on the part of the learner (see Bachman, 1990, for a full discussion), There
= good reasoning behind such criticism: nevertheless, what such proficiency tests
== in content-related evidence they may gain in other forms of cvidence, not to

mention practicality and reliabiliry.

Another way of understanding content validity is to consider the difference
seween direct and indirect testing, Direct testing involves 1he test-taker In actu-
performing the target task. In an indirect cest, learners are not performing the
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sk itsell bur rather a mask that is related in some way. For example, if you intend to
test earners” oml production of syllable stress and your test task is to have learners
mark (with written accent marks) steessed syllables ina lise of written words, you
could, with' 3 strerch of logic, argue that you are indirectly testing their oral pro-
duction, A direct testof syllable production would have to require that students
actully produce target words orally.

The most feasible rule of thumb for achieving content validity in classroom
assessment is too test pedformance directly. Consider, for cxample, a lstenings
speaking class that is doing a unit on grectngs and exchanges that includes dis-
course for asking for personal information (name, address, hobbies, ete) with some
form-focus on the verb fo be, personal peonouns, and question formation, The test
on that unit should include all of the above discourse and grammatical elemenes and
involve students in the acteal performance of lstening and speaking,

Whiar all the above examiples suggest is that content is not the ondy type of ovi-
dence o support the validity of a test, but classroom teachers have neither the dme
fior the budget to subject quizzes, midterms, and final exams to the extensive
scrutiny of 4 full construct validation (see below), Therefore, it is critical that
teachers hold content-related evidence in bigh esteem in the process of defending
the validity of classroom tests.

Criterion-Related Evidence

A second form of evidence of the validicy of a 1est may be found in whi is called
criterinnerelated evidence, also referred o as criterion-related validity, or the
extent o which the “criterion” of the test has actually been reached, You will recall
that in Chaprer 10 was noted that most classroom-based assessment with teacher-
designed tests fics the concept of criterion-referenced assessment. In such tests,
specificd classroom objectives are measured, and implied predetermined levels of
performance are expected to be reached (80 percent s considered a minimal
passing prade).

In the case of teachermade classroom assessments, criterion-related evidence
i5 best demonstrated through o comparison of resules of dnassessment with resulis
of some other measure of the same criterion. For example, in a course unit whose
ohjective i [or students 1o be able w onlly produce voiced and voiceless stops in
ill possibie phonetic environments, the results of one teacher's unit test might be
compired with an independent asscssment—possibly 1 commercially produced test
in & texthook—aof the same phoncinic proficiency. A classroom test desipned to
assess mastery of 4 point of grammar in communicative use will have criterion
validiry if test scores are corroborated either by obscrved subsequent behavior or
by other communicative measures of the grammar point in question,

Critericn-related evidence usually falls into one of two categorics; concurrent
and predictive validity. A test has concurrent validity if its results are supported by
ather concurrent performance beyond the assessment itself, For example, the validity
of 1 high score on the final exam of a foreign Binguape course will be substantiated
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by actual proficiency in the language. The predictive validity of an assessment
becomes important in the case of placement tests, admissions assessment batteries,
linguage aptitude tests, and the like. The assessment criterion in such cases is not
10 MEeRSUre COnCureent abj.ljt:,- but to assess Cand predicty a eseraker's likelibood of
future success.

Construct-Related Bvidence

A third kind of evidence that can support validity, but one that does not play as lange
1 mole for classmoom eachers, is construct=related walidivy, commonly referred to as
construct validity, A construct 15 any theory, hypothesis, or model that attempts to
explain observed phenomeni in our universe of perceplions, Consirocis may or
may not be directly or coopirically measured—their verificanion ofien requires infer-
entinl dara” Proficiency” and “communicative competence” are Inguistic consiruces;
“selfcstcein” and “motivaton” are psychological constructs. Virtually every ssue in
Fanguage learning and teaching involves theoretical construces, In the field of assess-
ment, construct validiny asks, *Does this test actually tap into the theoretical con-
struct 45 it has been defined?” Tests are, in @ manner of speaking, opemtional
definitions of constructs in that they opertiomilize the entity that is being mea-
sured (sec Davidson, Hudson, & Lynch, 1985).

For most of the rests that you administer as a classcoom teacher, a formal con-
struct validation procedure may seem a daunting prospect. You will be empeed, per-
haps. to run 2 quick content check and be satisfied with the tests validity. But don't
ict the concept of constroct validity scare you, An informal construct validation of
the use of virmually every classroom test is both essential and feasible.

Imigine, for example, that you have been given a procedure for conducting an
ol interview. The scoring analysis for the interview includes severnal fictors in the
final score: pronunciation, fluency, grammatical accuracy, vocabulary use. and socio-
fnguistic apprapriateness. The justification for these five factors lies in a theoretical
construct that claims those fictors to be major components of ol proficiency. So
& vou were asked to conduct an oral proficiency interview that evaluated only pro-
nunciztion and grammar, vou could be justifiably suspicious about the construce
walidity of thar test. Likewise, let's suppose you have created i simple written vocab-
slary quiz, covering the content of a recent unil, that asks students to correctly
define a set of words Your chosen items may be a perfectly adeguate sample of what
a5 covered in the unit, bu i the lexdeal objective of the unit was the communica-
ave wse of vocabulary, then the writing of definitions certainly fails to match a con-
=mct Gf Communicative language use.

Construct validity is a major issue in validating large-scale standardized rests of
proficiency. Because such tests must, for economic reasons, adhere o the principle
= pracricality, and because they must sample a limited number of domains of Lan-
s=aze, they may not be able to contain all the content of a particular field or skill, The
FUEFL for example, has until recently not attempted to sample oral production, yet
== production is obviously an important part of academic success in a university
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course of study, The TOEFL's omission of oml production content, however, is osten-
sibly justificd by research that has shown positive coreclations between oral produc
tion and the hehaviors (listening, reading, grammaticality detection, and writing)
actually sampled on the TOEFL (see Duran et al., 1985, Because of the crucial peed
tey offer ¢ financiafly arfordable proficiency test and the high cost of administering
and scoring ontl production tests, the omission of oral content from the TOEFL has
been justified as an economic necessity, (Mote: As this book goes 1o press, oral pro-
discrion tasks are being included in the TOEFL, largely stemming from the demunds
of the professional community for authenticity and content validity:)

Consequential Validity

As well as the above three widely accepted forms of evidence that may be intro-
duced 1o support the validity of an assessment. two other categories may be of some
interest and utility in your own quest for validaring classroom tests. Messick (19849),
Gronlund (1998, McNamara (2000), and Brindley (2001). among others, underscore
the potentizl importance of the consequences of wsing an assessment. Conse-
quential validity encompasses all the conscquences of a test, inchding such consid-
crations as its accuracy in measuring intended criteria, its impact on the preparation
of test-takers. its effect on the learner, and the (intended and unintended) social con-
sequences of @ [est's interpretation and use.

As high-stakes assessment has gained ground in the last two decades, one
aspect of conscquentlal validity has drawn special attention: the effect of test prepa-
ration courses and manuals on performance. McNamara (2004, p. 54) cautions
against rest results that may reflect socioeconomic conditions such as opportunities
for coaching that are “differcntially available to the students being assessed (for
example, because only some families can afford coaching, or because children with
more highly educared parents get help from their parents)” The social conse-
guences of largesscale, high-stakes assessment are discussed in Chapter .

Anather imporant consequence of a test falls into the category of washback,
to he more flly discussed below. Gronlund (1998, pp. 209-2100 encourages
teachers to consider the effect of assessments on students’ motivation, subsequent
performance in @ COURSE, independent learning, study habits, and attitude toward
school work.

Face Validity

An important facet of consequential validity is the extent to which “students view
the as<essment as firn, relevant, and vscful for improving learning” (Gronlund, 1998,
P, 2103, or what is populady known as face validity. “Face validity refers to the
degree to which a test looks right, and appears to measure the knowledge or abili-
ties it claims o measure, based on the subjective judgment of the cxaminces who
take it, the administrative personnel who decide on its use, and other psychometrs-
cally unsophisticated observers” (Mousayi, 2002, p. 244),
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2 Test usefulness: Qualities of
language tests

Introduction

The most important consideration in designing and developing a language
test is the use for which ir is intended, so thar the most important guality
of a rest is i3 usefulness, This may seem so obvious that it need not be
stated. But what makes a test useful? How do we know if a rest will be
useful before we use ie? Or if it has been vseful after we have used ic?
Seating the question of usefulness this way implics thar simply using a rest
does nor make it useful. By staring the obvious and by questioning it, we
wish ta point out that although usefulness is of unquestioned importance,
it has not been defined precisely enough o provide a basis for either design-
mg and developing a test or for determining its usefulness afeer it has been
developed.

We believe thar rest usefulness provides a kind of metric by which we
can evaluate not only the tests that we develop and use, bur also all aspects
of test development and use. We thus regard a model of test usefulness as
the essential basis for quality control throughour the entire rest develop-
ment process. We would furthér argue that all test development and use
should be informed by a mode] of test usefulness. In this chaprer we pro-
post 1 model of est nsefulness thar includes six rest qualies—reliabilicy,
conscruce validity, authenticity, interactiveness, impacr, and pracricaliry.
‘We also propose three principles thar we believe are the basis for opera-
sonalizing our model of usefulness in the development and use of languags
s=sts, This model, along with the chree principles, provides a basis for
ssswering the question, ‘How wseful i3 this particular test for its incended
smrpose{si?’ We first describe the model and principles, and then discuss
=ach of the six qualities of rest usefulness, providing examples to illustrate
e=ch. In Chaprer 7 we provide specific questions thar mighe be asked,
Susing the test design and development process, for evaluating these gualit-
== for specific resting situations,

Test usefulness

"8 traditional approach ro describing test qualities has been to discuss
Se=e as more or less independent charactenisrics, emphasizing the need to
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maximize them all, This has led some language testers o whar we see as
the extreme and untenable position thar maximizing one quality leads 1o
the virrual loss of others. Language testers have heen told thar the qualities
of reliability and validity are essentially in conflict {for example, Underhill
[982: Heaton 198#), or thar it is not possible to desipn test tasks that are
authentic and at the same time reliable {for example, Moreow 1979, 1986),
A muoch more reasonable position, expressed by Hughes {1989), is thae
although there is a tension among the different rest qualities, this need
not lead to the toral abandonment of any. It is our view that rather than
emphasizing the tension among the different qualities, rest developers need
ro recognize their complementarity. We would thus argue that rest devel-
opers need 1o find an appropriate balance among these qualities, and that
this will vary frem one testing situation o another. This 15 because what
constituces an appropriate balance can be determined only by considering
the different qualities in combination as they affect the overall nsefulness
of a particular test.
Our notion of usefulness can be expressed as m Figore 2.1

Usofulnass = Refiabiily + Gonstuct validy +
Authentichy + Inferaclivaress + Impact + Practicality

Fignre 2.1:. Usefulness

This is a representation of our view that test usefulness can be described
as a function of several different qualities, all of which contribute in unigue
hut interrelated wayvs to the overall nsefulness of a given test.! We believe
that a basis for operationalizing this view of npsefulness in the development
and use of language rests is provided by the theee prnciples thar follow.
iWe provide detailed discussions of how these principles can he opera-
nonalized in test design and development in Chapters 7 and 9.)

Principle 1 It is che overall usefulness of the test that is to be maximized,
rather than the individual qualities thar affecr usefulness,

Principle 2 The individual test qualities cannot be evaluated independently,
but must be evaluated in terms of their combined effect on the
overall nsefulness of che test.

Principle 3 Test usefulness and the appropriare balance among the different
qualities cannor be presenbed in general, bur must be deter-
mined for each specific testing situation.

These principles reflect our belief thar, in order to be useful, any given
language rest muse be developed with a specific purpose, a particular group
of test takers and a specific language wse domain (Le, situation Of conrext
in which the test raker will be using the language outside of the test itself)
in mind, {We will refer to this domain as a ‘target langoage use”. or TLU,
domain, and the tasks in the TLU domain-as *TLU casks'. This is discussed
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in greater derail on pages 44-5 in Chaprer 3.) Usefulness thus cannot be
cvaluated in the absteact, for all rests. We can describe the notion of rest
usefulness in teems of the six test gualines, and outline general considera-
tions and procedures for assessing these, We cannot, however, offer general
preseriptions abour either what the approprate balance amuong the ditter-
ent qualities should be or what ase minimum acceptable levels, This can
unly be done for a given rest and testing situation.

Evaluaring the overall usculness of a given test 15 essennally sulyjective’
winice this nvolves value judpments on the part of the test developer. In a
larme-scale rest thar will be used for making important decisions abour large
nummibers of individuals, for example, the tese developer may want to desigm
the test and test rasks so as to achieve the highest passible levels of reliabil-
iy and validity. In 2 classreom rest, on the other hand, the reacher may
wane o utilize test tasks that will provide higher degrees of authenticity,
mteracrveness, and impact.

Test quahities

I considering the specific qualities that determine the overall usgfulness of
a given test, we helieve it 15 essential 1o rake a systemic view, considerimg
rests as part of a larger socieral o educational context. In this discussion,
wie will focus o the use of tests in educational programs, which will include
many components, such as teaching materials and learning actviries, as
well as tests, The main difference between rests and other components of
an instructional program, in our view, is in their purpose, While the prim-
ary purpose of other components is 10 promate learning, cthe primary pur-
pose of tests is to measure. Tesrs can serve pedapogical purposes, to be
sure, bur this is nor their prisary function. Four of the qualities thar we
will diseuss with respect to tests are shared by other components of a learn-
ing program. Thus, we can consider the authenneity of a particular lan-
euage sample that may be used for instruction, the interactivencss of a
parnicular learning task, the impact of a given learming activicy, or the prac-
sicality of a particular reaching approach for a given situation. Two of the
quntirirs—felinhilir:; and validicy—are, however, critical for pests, and are
somerimes referred 1o as essential measurewrent qualities, This is because
these are the qualities that provide the major justfication for using test
scores—numbers—as a hasis for making inferences or decisions,

Reliability

Reliability is often defined as consistency of measurement. A reliable test
ceore will he consistent across different characteristics of the testing situ-
ation. This, reliability can be considered to be a function of the consistency
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of scares from one sec of tests and test tasks to another. 1f we think of test
tasks as sers of rask characreristics, as described in the next chaprer, then
reliability can be considered to be a function of consistencies across differ-
ent sets of test task characreristics, {Test task characteristics are dizcussed
m Chapter 3.) This can be represented as in Figure 2.2

Scoreson testasks |, Pelabity ) soores o taar tasks
wath charactanistics & with charscharistics 4°

Figuere 2:2;  Relfability

In this figure, the double-headed arrow is used to indicare a correspond-
emce berween two sets of task characteristics (A and A"} which differ only
in incidental ways. For example, if the same rest were to be administered
to the same group of individuals on two different cccasions, in two differ-
ent sertings, it should not make any difference to & particular test taker
whether she takes the test on one occasion and serting or the other. Or
suppose, for example, we had developed two forms of a rest thar were
intenicded to be used interchangeably, it should nor make any- difference o
a particular test taker which form of the test she takes: she should abtain
the same score on either form, Thus, in 1 test designed ro rank order indi-
viduals from highest to lowest, if the scores obrained on the different forms
do nor rank individuals in essentially che same order, then these scores are
aot very consistent, and would be considered o be unreliable indicators
of the ability we wanr to measure. Similacly, in a test designed to distinguish
individuals who are at or above a particular mastery level of ahility from
those whao are below ir, if the scores obtained from the two forms do not
identify the same individuals as ‘masters’ and ‘mon-mascers”, then this test
would be unreliable for making such classification decisions. Another
example would be if we used several different raters to rate a Jarge number
of compositions. In this case, 2 given composition should receive the same
score wrrespective of which particular rater scored it If some raters rate
more severely than orhers, then the rarings of different raters are not con-
sistent, and the scores obtained could not be considered to he peliahle.

Reliability is clearly an essential quality of rest scores, for unless test
scores are relatively consistent, they cannar provide us with any informa-
tien ar all about the ability we wanr to measure. Ar the same time, we need
o recognize that it is not possible to eliminate inconsistencies entirely,
What we can do, however, is try 0 minimize the effects of those potential
sources of inconsistency thar are under our control, theough test design.
Of the many factors that can affeer rest performance, the characteristics of
the test tasks are at least partly under our control. Thus, jn designing and
developing language tests, we try to minimize variations in the rest rask
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characreristics that do not correspond to variations in TLU rasks, In Chap-
sers T and 9 we discuss ways in which we can take reliability considerations
tnro account in order ro reduce inconsistencies across test tasks, as we
design a rest and evaluate its porenoal usefulness,

In addition to using test design to minimize vanadons in test task character-
setics. we need to estimate their cffects on test scores, so as o determine
how successhul we have been. (Procedures for investigating and demonstranng
reliability are discussed in the Suggested Readings ar the end of this chapser.)

Construct validity

Construct validity persains to the meaningfulness and appropriateness of
the mterpretations that we make on the basis of test scores. When we inter-
pret scores from lanpuage tests as indicarors of test takers® language ability,
2 crucial question is, “To what exrent can we justify these interpretations?’
The clear implication of this question is that as est developers and test
weers we must be able to provide adequate justification tor any interpreta-
sion we make of a piven test score.’ That is, we need to demonstrate, or
smstify, the validity of the interpretarions we make of test scores, and not
simply assert or argue thar they are valid,

In arder to justify a particular score interpreation, we need to provide
evidence that the test score reflects the areafs) of language ability we want
0 measure, and very litele else. In order to provide such evidence, we misst
define the constrict we want to measure. For our purposes, we cin consider
3 comstruct to be the specific definition of an ability thar provides the basis
for 2 given test or rest task and for interprering scores derived from this
szsk, The term constriet validity is therefore used o refer to the extent (o
which we can interpret a given test score as an indicaror of the abilicylies),
or constrect(s), we want to measieee. Constroct validity also has 1o do with
the domain of generalization to which our score inerpretations generalize.
The domain of generalization is the ser of tasks in the TLL domain to
which the test tasks correspond. At the very least we want our interpret-
sons about language ability to generalize beyond the resting sicuarion itself
s 2 particular TLU domain. These twao aspects of the construct validity of
score interpretations are represented visually in Figuire 2.3

This figure indicates that rest scores are 1o be interpreted appropriately
2« indicators of the ability we intend to measure with respect to a specific
damain of peneralization. Thos, when we consider the conscruct validiry
of 2 score interpreration, we need ro consider both the construct definition
and the characteristics of the test task. We need ro consider the character-
serics of the rest rask for two reasons, Fiest we need to determine the extent
o which the test task corresponds to tasks in the TLU domain, or the
domain of generalization. (This correspondence is discussed below as
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SCORAE INTERPRETATION:
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Figure 2.3: Constreect validity of score interpretation:s

‘authenticity’.) A second reason is to determine the depree to which the test
task enpages the test taker’s areas of language ability (discussed below
under ‘interacriveness’).

Construct validation is the on-going process of demonserating that a par-
ticular inteepretation of test scores is justfied, and involves, essentially,
building a logical case in support of a particular interpretarion and provid-
ing evidence justifying that interpretation.” Several types of evidence {for
example, content relevance and coverage, concurrent criterion relatedness,
predictive utility) can be provided in support of a particular score inter-
pretation, as part of the validation process, and these are discussed in the
Suppested Readings at the end of this chaprer. In Chapters 7 and % we
discuss ways in which we can logically rake validity considerations into
account as we design a test and evaluate its potential uscfulness.

[t is imporeant for test developers and users to realize that rest validation
i5 an on-going process and that the interpretations we make of test scores
can never be considered absolutely valid. Justifying the interpretanions we
make on the basis of language rest scores begins with rest design and con-
tinues with the gathering of evidence to support our intended interpreca-
tinns. However, even when we have provided evidence in suppert of a
particular set of interprerations, we need to recognize that these must be
viewed as renuouvs. For this reason, we should not give the impression thar
a given interpretation is ‘valid' or ‘has been validared®.
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Summary of reliability and construct validity

The primary purpose of a language test is 1o provide a sreasure that we
can interpret as an indicator of an individual's language ability, The two
measurement qualities, relinbility and consreoer validity, are thus essential
to the usefulness of any lanpuape test. Reliability is a necessary condidon
for conseruct validity, and hence for usefulness. However, reliability is not
a sufficient condition for either construct validiry or usefulness. Suppose,
for example, thar we needed a test for placing individuals into different
levels in an academic writing course, A multiple-choice test of grammarical
knowledge might yield very consistent or reliable scores, but this would
not be sufficient o jusnfy using this test as a placement test for a writing
course, This is because grammatical knowledge is only one aspect of the
ability to use language so perform academic writing tasks. In chis case,
defining the construce 1o inclade only one area of language knowledge is
inappropriately narrow, since the construct involved in the TLU domain—
ahility to perform academic wriring tasks—involves other areas of language
knowledge, as well as metacognitive strategies, and may involve topical
knowledge and affective responses as well.

Authenticity”

In Chapter 3 we argue thar, in order to justify the use of language reses,
we need to be able 1o demonstrare thar performance on language tests
corresponds 1o langouage use in specific domains other than the language
test itself. One aspect of demonstraring this pertains to the correspondenice
berween the characteristics of TLU tasks and those of the test rask, 1t is this
correspondence that is at the hearr of authenticity, and we would describe a
test task whose characteristics correspond o those of TLU rasks as rel-
atively authentic. We define anthenticity as the degree of correspondence
of the characreristics of a given language rest task to the fearures of a TLU
task. This relationship s shown in Figure 2.4 (this corresponds to arrow
‘B in Figure 1.1 in Chapter 1},

Characieristics ' [ MINENEEY | opgreciapetics

ol e TLU task "| af the 1est task

Frgrre 2.4: - Authenticity

Authenticity as a critical qualiey of language teses has not generally been
discussed in language testing textbooks, even chough it has heen debared
among language testing researchers now for over a decade. We consider
suthenricity to be an imporrant test quality becanse it relares the resr rask
10 the domain of generalization to which we want our score interprerations




