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## Bernoulli distribution

Suppose you perform an experiment with two possible outcomes: either success or failure. Success happens with probability p, while failure happens with probability 1-p. A random variable that takes value 1 in case of success and 0 in case of failure is called a Bernoulli random variable (alternatively, it is said to have a Bernoulli distribution).

## Bernoulli distribution

## Definition:

The random variable $X$ is called the Bernoulli random variable if its probability mass function is of the form $f(x)=p^{x}(1-p)^{1-x}, \quad x=0,1$
where $p$ is the probability of success.


We denote the Bernoulli random variable by writing $X \sim B E R(p)$.

## Bernoulli distribution

## Proof :

Non-negativity is obvious. We need to prove that the sum of $f(x)$ over its support equals 1 . This is proved as follows:

$$
\begin{aligned}
\sum_{\mathrm{x}=0}^{1} f(\mathrm{x}) & =f(0)+f(1) \\
& =1-\mathrm{p}+\mathrm{p}=1
\end{aligned}
$$

## Bernoulli distribution

## Example :

What is the probability of getting a score of not less than 5 in a throw of a six-sided die?

Answer: Although there are six possible scores $\{1,2,3,4,5,6\}$, we are grouping them into two sets, namely $\{1,2,3,4\}$ and $\{5,6\}$. Any score in $\{1,2,3,4\}$ is a failure and any score in $\{5,6\}$ is a success. Thus, this is a Bernoulli trial with

$$
P(X=0)=P(\text { failure })=\frac{4}{6} \quad \text { and } \quad P(X=1)=P(\text { success })=\frac{2}{6}
$$

Hence, the probability of getting a score of not less than 5 in a throw of a six-sided die is $\frac{2}{6}$.

## Bernoulli distribution

## Theorem :

If $X$ is a Bernoulli random variable with parameter $p$, then the mean, variance and moment generating functions are respectively given by:

$$
\begin{aligned}
\mu_{X} & =p \\
\sigma_{X}^{2} & =p(1-p) \\
M_{X}(t) & =(1-p)+p e^{t} .
\end{aligned}
$$

## Bernoulli distribution

## Proof:

The mean of the Bernoulli random variable is

$$
\begin{aligned}
\mu_{X} & =\sum_{x=0}^{1} x f(x) \\
& =\sum_{x=0}^{1} x p^{x}(1-p)^{1-x} \\
& =p .
\end{aligned}
$$

Next, we find the moment generating function of the Bernoulli random variable

$$
\begin{aligned}
M(t) & =E\left(e^{t X}\right) \\
& =\sum_{x=0}^{1} e^{t x} p^{x}(1-p)^{1-x} \\
& =(1-p)+e^{t} p .
\end{aligned}
$$

$$
\begin{aligned}
\sigma_{X}^{2} & =\sum_{x=0}^{1}\left(x-\mu_{X}\right)^{2} f(x) \\
& =\sum_{x=0}^{1}(x-p)^{2} p^{x}(1-p)^{1-x} \\
& =p^{2}(1-p)+p(1-p)^{2} \\
& =p(1-p)[p+(1-p)] \\
& =p(1-p) .
\end{aligned}
$$

## Bernoulli distribution

## Characteristic function

Definition $\square$ Let $X$ be a random variable. The characteristic function $\phi(t)$ of $X$ is defined as

$$
\begin{aligned}
\phi(t) & =E\left(e^{i t X}\right) \\
& =E(\cos (t X)+i \sin (t X)) \\
& =E(\cos (t X))+i E(\sin (t X)) .
\end{aligned}
$$

The probability density function can be recovered from the characteristic function by using the following formula

$$
f(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{-i t x} \phi(t) d t
$$

## Bernoulli distribution

## Characteristic function

The characteristic function of a Bernoulli random variable $X$ is

$$
\varphi_{X}(t)=1-p+p \exp (i t)
$$

Proof. Using the definition of characteristic function:

$$
\begin{aligned}
\varphi_{X}(t) & =\mathrm{E}[\exp (i t X)] \\
& =\sum_{x \in R_{X}} \exp (i t x) p_{X}(x) \\
& =\exp (i t \cdot 1) \cdot p_{X}(1)+\exp (i t \cdot 0) \cdot p_{X}(0) \\
& =\exp (i t) \cdot p+1 \cdot(1-p) \\
& =1-p+p \exp (i t)
\end{aligned}
$$

## Bernoulli distribution

## Distribution function

The distribution function of a Bernoulli random variable $X$ is

$$
F_{X}(x)= \begin{cases}0 & \text { if } x<0 \\ 1-p & \text { if } 0 \leq x<1 \\ 1 & \text { if } x \geq 1\end{cases}
$$

Proof. Remember the definition of distribution function:

$$
F_{X}(x)=\mathrm{P}(X \leq x)
$$

and the fact that $X$ can take either value 0 or value 1 . If $x<0$, then $\mathrm{P}(X \leq x)=$ 0 , because $X$ can not take values strictly smaller than 0 . If $0 \leq x<1$, then $\mathrm{P}(X \leq x)=1-p$, because 0 is the only walue strictly smaller than 1 that $X$ can take. Finally, if $x \geq 1$, then $\mathrm{P}(X \leq x)=1$, because all values $X$ can take are smaller than or equal to 1 .

## Solved exercises

Let $X$ be a Bernoulli random variable with parameter $p=1 / 2$. Find its tenth moment.

## Solution

The moment generating function of $X$ is

$$
M_{X}(t)=\frac{1}{2}+\frac{1}{2} \exp (t)
$$

The tenth moment of $X$ is equal to the tenth derivative of its moment generating function, evaluated at $t=0$ :

$$
\mu_{X}(10)=\mathrm{E}\left[X^{10}\right]=\left.\frac{d^{10} M_{X}(t)}{d t^{10}}\right|_{t=0}
$$

But

$$
\begin{aligned}
\frac{d M_{X}(t)}{d t}= & \frac{1}{2} \exp (t) \\
\frac{d^{2} M_{X}(t)}{d t^{2}}= & \frac{1}{2} \exp (t) \\
& \vdots \\
\frac{d^{10} M_{X}(t)}{d t^{10}}= & \frac{1}{2} \exp (t)
\end{aligned}
$$

so that:

$$
\begin{aligned}
\mu_{X}(10) & =\left.\frac{d^{10} M_{X}(t)}{d t^{10}}\right|_{t=0} \\
& =\frac{1}{2} \exp (0)=\frac{1}{2}
\end{aligned}
$$

## Solved exercises

Let $X$ and $Y$ be two independent Bernoulli random variables with parameter $p$. Derive the probability mass function of their sum: $\mathrm{Z}=\mathrm{X}+\mathrm{Y}$ ?

## Solution

The probability mass function of $X$ is

$$
p_{X}(x)= \begin{cases}p & \text { if } x=1 \\ 1-p & \text { if } x=0 \\ 0 & \text { otherwise }\end{cases}
$$

The probability mass function of $Y$ is

$$
p_{Y}(y)= \begin{cases}p & \text { if } y=1 \\ 1-p & \text { if } y=0 \\ 0 & \text { otherwise }\end{cases}
$$

The support of $Z$ (the set of values $Z$ can take) is

$$
R_{Y}=\{0,1,2\}
$$

The formula for the probability mass function of a sum of two independent variables

$$
p_{Z}(z)=\sum_{y \in R_{Y}} p_{X}(z-y) p_{Y}(y)
$$

where $R_{Y}$ is the support of $Y$. When $z=0$, the formula gives:

$$
\begin{aligned}
p_{Z}(0) & =\sum_{y \in R_{Y}} p_{X}(-y) p_{Y}(y) \\
& =p_{X}(-0) p_{Y}(0)+p_{X}(-1) p_{Y}(1) \\
& =(1-p)(1-p)+0 \cdot p=(1-p)^{2}
\end{aligned}
$$

When $z=1$, the formula gives:

$$
\begin{aligned}
p_{Z}(1) & =\sum_{y \in R_{Y}} p_{X}(1-y) p_{Y}(y) \\
& =p_{X}(1-0) p_{Y}(0)+p_{X}(1-1) p_{Y}(1) \\
& =p \cdot(1-p)+(1-p) \cdot p=2 p(1-p)
\end{aligned}
$$

When $z=2$, the formula gives:

$$
\begin{aligned}
p_{Z}(2) & =\sum_{y \in R_{Y}} p_{X}(2-y) p_{Y}(y) \\
& =p_{X}(2-0) p_{Y}(0)+p_{X}(2-1) p_{Y}(1) \\
& =0 \cdot(1-p)+p \cdot p=p^{2}
\end{aligned}
$$



Therefore, the probability mass function of $Z$ is

$$
p_{Z}(z)= \begin{cases}(1-p)^{2} & \text { if } z=0 \\ 2 p(1-p) & \text { if } z=1 \\ p^{2} & \text { if } z=2 \\ 0 & \text { otherwise }\end{cases}
$$

