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 The Definition of the Limit 
In this section we’re going to be taking a look at the precise, mathematical definition of the three 
kinds of limits we looked at in this chapter.  We’ll be looking at the precise definition of limits at 
finite points that have finite values, limits that are infinity and limits at infinity.  We’ll also give 
the precise, mathematical definition of continuity. 
 
Let’s start this section out with the definition of a limit at a finite point that has a finite value. 
 
Definition 1  Let f(x) be a function defined on an interval that contains x a= , except possibly at 
x a= .  Then we say that, 

( )lim
x a

f x L
→

=  

if for every number 0ε >  there is some number 0δ > such that 

( ) whenever 0f x L x aε δ− < < − <  

 
Wow.  That’s a mouth full.  Now that it’s written down, just what does this mean?  
 
Let’s take a look at the following graph and let’s also assume that the limit does exist. 

 
What the definition is telling us is that for any number 0ε >  that we pick we can go to our graph 
and sketch two horizontal lines at L ε+  and L ε−  as shown on the graph above.  Then 
somewhere out there in the world is another number 0δ > , which we will need to determine, 
that will allow us to add in two vertical lines to our graph at a δ+  and a δ− . 
 
Now, if we take any x in the pink region, i.e. between a δ+  and a δ− , then this x will be closer 
to a than either of a δ+  and a δ− .  Or,  
 x a δ− <  
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If we now identify the point on the graph that our choice of x gives then this point on the graph 
will lie in the intersection of the pink and yellow region.  This means that this function value f(x) 
will be closer to L than either of L ε+  and L ε− .  Or, 

 ( )f x L ε− <  
 
So, if we take any value of x in the pink region then the graph for those values of x will lie in the 
yellow region. 
 
Notice that there are actually an infinite number of possible δ ’s that we can choose.  In fact, if we 
go back and look at the graph above it looks like we could have taken a slightly larger δ  and still 
gotten the graph from that pink region to be completely contained in the yellow region. 
 
Also, notice that as the definition points out we only need to make sure that the function is 
defined in some interval around x a=  but we don’t really care if it is defined at x a= .  
Remember that limits do not care what is happening at the point, they only care what is 
happening around the point in question. 
 
Okay, now that we’ve gotten the definition out of the way and made an attempt to understand it 
let’s see how it’s actually used in practice. 
 
These are a little tricky sometimes and it can take a lot of practice to get good at these so don’t 
feel too bad if you don’t pick up on this stuff right away.  We’re going to be looking a couple of 
examples that work out fairly easily. 
 
Example 1  Use the definition of the limit to prove the following limit. 
 2

0
lim 0
x

x
→

=  

Solution 
In this case both L and a are zero.  So, let 0ε >  be any number.  Don’t worry about what the 
number is, ε  is just some arbitrary number.   Now according to the definition of the limit, if this 
limit is to be true we will need to find some other number 0δ >  so that the following will be 
true. 
 

 2 0 whenever 0 0x xε δ− < < − <  
 
Or upon simplifying things we need, 
 

 2 whenever 0x xε δ< < <  
 
Often the way to go through these is to start with the left inequality and do a little simplification 
and see if that suggests a choice for δ .  We’ll start by bringing the exponent out of the absolute 
value bars and then taking the square root of both sides. 
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 2x xε ε< ⇒ <  
 
Now, the results of this simplification looks an awful lot like 0 x δ< <  with the exception of 

the “ 0 < ” part.  Missing that however isn’t a problem, it is just telling us that we can’t take 

0x = .  So, it looks like if we choose δ ε=  we should get what we want.   
 
We’ll next need to verify that our choice of δ  will give us what we want, i.e., 

2 whenever 0x xε ε< < <  

 
Verification is in fact pretty much the same work that we did to get our guess.  First, let’s again 

let 0ε >  be any number and then choose δ ε= .  Now, assume that 0 x ε< < .  We need to 

show that by choosing x to satisfy this we will get, 
 

 2x ε<  
 

To start the verification process we’ll start with 2x  and then first strip out the exponent from the 

absolute values.  Once this is done we’ll use our assumption on x, namely that x ε< .  Doing 

all this gives, 
 

 ( )

22

2

strip exponent out of absolute value bars

< use the assumption that 

simplify

x x

xε ε

ε

=

<

=

 

 

Or, upon taking the middle terms out, if we assume that 0 x ε< <  then we will get, 
2x ε<  

and this is exactly what we needed to show. 
 
So, just what have we done?  We’ve shown that if we choose 0ε >  then we can find a 0δ >  so 
that we have, 

2 0 whenever 0 0x xε ε− < < − <  

and according to our definition this means that, 
2

0
lim 0
x

x
→

=  

 
These can be a little tricky the first couple times through.  Especially when it seems like we’ve 
got to do the work twice.  In the previous example we did some simplification on the left hand 
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inequality to get our guess for δ  and then seemingly went through exactly the same work to then 
prove that our guess was correct.  This is often who these work, although we will see an example 
here in a bit where things don’t work out quite so nicely. 
 
So, having said that let’s take a look at a slightly more complicated limit, although this one will 
still be fairly similar to the first example. 
 
Example 2  Use the definition of the limit to prove the following limit. 
 

2
lim5 4 6
x

x
→

− =  

Solution 
We’ll start this one out the same way that we did the first one.  We won’t be putting in quite the 
same amount of explanation however. 
 
Let’s start off by letting 0ε >  be any number then we need to find a number 0δ > so that the 
following will be true. 
 

 ( )5 4 6 whenever 0 2x xε δ− − < < − <  
 
We’ll start by simplifying the left inequality in an attempt to get a guess for δ .  Doing this gives, 

 ( )5 4 6 5 10 5 2 2
5

x x x x εε− − = − = − < ⇒ − <  

 
So, as with the first example it looks like if we do enough simplification on the left inequality we 

get something that looks an awful lot like the right inequality and this leads us to choose 
5
εδ = . 

Let’s now verify this guess.  So, again let 0ε >  be any number and then choose 
5
εδ = .  Next, 

assume that 0 2
5

x εδ< − < =  and we get the following, 

 

( )5 4 6 5 10 simplify things a little

5 2 more simplification....

5 use the assumption 
5 5

and some more simplification

x x

x

ε εδ

ε

− − = −

= −

⎛ ⎞< =⎜ ⎟
⎝ ⎠

=

 

So, we’ve shown that  

 ( )5 4 6 whenever 0 2
5

x x εε− − < < − <  

 and so by our definition we have, 

2
lim5 4 6
x

x
→

− =  
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Okay, so again the process seems to suggest that we have to essentially redo all our work twice, 
once to make the guess for δ and then another time to prove our guess.  Let’s do an example that 
doesn’t work out quite so nicely. 
 
Example 3  Use the definition of the limit to prove the following limit. 
 2

4
lim 11 9
x

x x
→

+ − =  

Solution 
So, let’s get started.  Let 0ε >  be any number then we need to find a number 0δ > so that the 
following will be true. 

 ( )2 11 9 whenever 0 4x x xε δ+ − − < < − <  

 
We’ll start the guess process in the same manner as the previous two examples. 

 ( ) ( )( )2 211 9 20 5 4 5 4x x x x x x x x ε+ − − = + − = + − = + − <  

 

Okay, we’ve managed to show that ( )2 11 9x x ε+ − − <  is equivalent to 5 4x x ε+ − < .  

However, unlike the previous two examples, we’ve got an extra term in here that doesn’t show up 
in the right inequality above.  If we have any hope of proceeding here we’re going need to find 
some way to get rid of the 5x + . 

 
To do this let’s just note that if, by some chance, we can show that 5x K+ <  for some number 

K then, we’ll have the following, 
 5 4 4x x K x+ − < −  

 
If we now assume that what we really want to show is 4K x ε− <  instead of 5 4x x ε+ − <  

we get the following, 

 4x
K
ε

− <  

 
This is starting to seem familiar isn’t it?   
 
All this work however, is based on the assumption that we can show that 5x K+ <  for some K.  

Without this assumption we can’t do anything so let’s see if we can do this. 
 
Let’s first remember that we are working on a limit here and let’s also remember that limits are 
only really concerned with what is happening around the point in question, 4x =  in this case.  
So, it is safe to assume that whatever x is, it must be close to 4x = .  This means we can safely 
assume that whatever x is, it is within a distance of, say one of 4x = .  Or in terms of an 
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inequality, we can assume that, 
 4 1x − <  

 
Why choose 1 here?  There is no reason other than it’s a nice number to work with.  We could 
just have easily chosen 2, or 5, or 1

3 .  The only difference our choice will make is on the actual 

value of K that we end up with.  You might want to go through this process with another choice 
of K and see if you can do it. 
 
So, let’s start with 4 1x − <  and get rid of the absolute value bars and this solve the resulting 

inequality for x as follows, 
 1 4 1 3 5x x− < − < ⇒ < <  
 
If we now add 5 to all parts of this inequality we get, 
 8 5 10x< + <  
 
Now, since 5 8 0x + > >  (the positive part is important here) we can say that, provided 

4 1x − <  we know that 5 5x x+ = + .  Or, if take the double inequality above we have, 

 8 5 10 5 10 10x x K< + < ⇒ + < ⇒ =  

 
So, provided 4 1x − <  we can see that 5 10x + <  which in turn gives us, 

 4
10

x
K
ε ε

− < =  

 
So, to this point we make two assumptions about 4x −   We’ve assumed that, 

 4 AND 4 1
10

x xε
− < − <  

 
It may not seem like it, but we’re now ready to chose a δ .  In the previous examples we had only 
a single assumption and we used that to give us δ .  In this case we’ve got two and they BOTH 

need to be true.  So, we’ll let δ  be the smaller of the two assumptions, 1 and 
10
ε

.  

Mathematically, this is written as, 

min 1,
10

δ 3⎧ ⎫= ⎨ ⎬
⎩ ⎭

 

 
By doing this we can guarantee that, 

 AND 1
10
εδ δ≤ ≤  

Now that we’ve made our choice for δ  we need to verify it.  So, 0ε >  be any number and then 
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choose min 1,
10

δ 3⎧ ⎫= ⎨ ⎬
⎩ ⎭

.  Assume that 0 4 min 1,
10

x εδ ⎧ ⎫< − < = ⎨ ⎬
⎩ ⎭

.  First, we get that, 

 0 4 4
10 10

x xε εδ< − < ≤ ⇒ − <  

 
We also get, 
 0 4 1 4 1 5 10x x xδ< − < ≤ ⇒ − < ⇒ + <  

 
Finally, all we need to do is, 

 

( )2 211 9 20 simplify things a little

5 4 factor

10 4 use the assumption that 5 10

10 use the assumption that 4
10 10

a little final simplification

x x x x

x x

x x

xε ε

ε

+ − − = + −

= + −

< − + <

⎛ ⎞< − <⎜ ⎟
⎝ ⎠

<

 

 
We’ve now managed to show that, 

 ( )2 11 9 whenever 0 4 min 1,
10

x x x εε ⎧ ⎫+ − − < < − < ⎨ ⎬
⎩ ⎭

 

and so by our definition we have, 
2

4
lim 11 9
x

x x
→

+ − =  

 
Okay, that was a lot more work that the first two examples and unfortunately, it wasn’t all that 
difficult of a problem.  Well, maybe we should say that in comparison to some of the other limits 
we could have tried to prove it wasn’t all that difficult.  When first faced with these kinds of 
proofs using the precise definition of a limit they can all seem pretty difficult.   
 
Do not feel bad if you don’t get this stuff right away.  It’s very common to not understand this 
right away and to have to struggle a little to fully start to understand how these kinds of limit 
definition proofs work. 
 
Next, let’s give the precise definitions for the right- and left-handed limits. 
 
Definition 2  For the right-hand limit we say that, 

( )lim
x a

f x L
+→

=  

if for every number 0ε >  there is some number 0δ > such that 

( ) ( )whenever 0 or f x L x a a x aε δ δ− < < − < < < +  
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Definition 3  For the left-hand limit we say that, 

( )lim
x a

f x L
−→

=  

if for every number 0ε >  there is some number 0δ > such that 

( ) ( )whenever 0 or f x L x a a x aε δ δ− < − < − < − < <  

 
Note that with both of these definitions there are two ways to deal with the restriction on x and 
the one in parenthesis is probably the easier to use, although the main one given more closely 
matches the definition of the normal limit above. 
 
Let’s work a quick example of one of these, although as you’ll see they work in much the same 
manner as the normal limit problems do. 
 
Example 4  Use the definition of the limit to prove the following limit. 
 

0
lim 0
x

x
+→

=  

Solution 
Let 0ε >  be any number then we need to find a number 0δ > so that the following will be true. 

 0 whenever 0 0x xε δ− < < − <  

 
Or upon a little simplification we need to show, 

 whenever 0x xε δ< < <  
 
As with the previous problems let’s start with the left hand inequality and see if we can’t use that 
to get a guess for δ .  The only simplification that we really need to do here is to square both 
sides. 

 2x xε ε< ⇒ <  
 
So, it looks like we can chose 2δ ε= . 
 
Let’s verify this.  Let 0ε >  be any number and chose 2δ ε= .  Next assume that 20 x ε< < .  
This gives, 
 

 2 2

0 some quick simplification

use the assumption that 
one final simplification

x x

xε ε
ε

− =

< <
<

 

We now shown that, 
20 whenever 0 0x xε ε− < < − <  
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and so by the definition of the right-hand limit we have, 

0
lim 0
x

x
+→

=  

 
Let’s now move onto the definition of infinite limits.  Here are the two definitions that we need to 
cover both possibilities, limits that are positive infinity and limits that are negative infinity. 
 
 
Definition 4  Let f(x) be a function defined on an interval that contains x a= , except possibly at 
x a= .  Then we say that, 

( )lim
x a

f x
→

= ∞  

if for every number 0M >  there is some number 0δ > such that 

( ) whenever 0f x M x a δ> < − <  

 
Definition 5  Let f(x) be a function defined on an interval that contains x a= , except possibly at 
x a= .  Then we say that, 

( )lim
x a

f x
→

= −∞  

if for every number 0N <  there is some number 0δ > such that 

( ) whenever 0f x N x a δ< < − <  

 
In these two definitions note that M must be a positive number and that N must be a negative 
number.  That’s an easy distinction to miss if you aren’t paying close attention.   
Also note that we could also write down definitions for one-sided limits that are infinity if we 
wanted to.  We’ll leave that to you to do if you’d like to. 
 
Here is a quick sketch illustrating Definition 4. 
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What Definition 4 is telling us is that no matter how large we choose M to be we can always find 
an interval around x a= , given by 0 x a δ< − <  for some number δ , so that as long as we 

stay within that interval the graph of the function will be above the line y M= as shown in the 
graph.  Also note that we don’t need the function to actually exist at x a=  in order for the 
definition to hold.  This is also illustrated in the sketch above. 
 
Note as well that the larger M is the smaller we’re probably going to need to make δ . 
 
To see an illustration of Definition 5 reflect the above graph about the x-axis and you’ll see a 
sketch of Definition 5. 
 
Let’s work a quick example of one of these to see how these differ from the previous examples. 
 
Example 5  Use the definition of the limit to prove the following limit. 

 20

1lim
x x→

= ∞  

Solution 
These work in pretty much the same manner as the previous set of examples do.  The main 
difference is that we’re working with an M now instead of an ε .  So, let’s get going. 
 
Let 0M >  be any number and we’ll need to choose a 0δ >  so that, 

 2

1 whenever 0 0M x x
x

δ> < − = <  

 
As with the all the previous problems we’ll start with the left inequality and try to get something 
in the end that looks like the right inequality.  To do this we’ll basically solve the left inequality 

for x and we’ll need to recall that 2x x= .  So, here’s that work. 

 2
2

1 1 1M x x
x M M

> ⇒ < ⇒ <  

So, it looks like we can chose 
1
M

δ = .  All we need to do now is verify this guess. 

 

Let 0M >  be any number, choose 
1
M

δ =  and assume that 
10 x
M

< < .   

 
In the previous examples we tried to show that our assumptions satisfied the left inequality by 
working with it directly.  However, in this, the function and our assumption on x that we’ve got 
actually will make this easier to start with the assumption on x and show that we can get the left 
inequality out of that.  Note that this is being done this way mostly because of the function that 
we’re working with and not because of the type of limit that we’ve got. 
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Doing this work gives, 

 

2

22 2

2
2

1

1 square both sides

1 acknowledge that 

1 solve for 

x
M

x
M

x x x
M

M x
x

<

<

< =

>

 

 
So, we’ve managed to show that, 

 2

1 1whenever 0 0M x
x M

> < − <  

and so by the definition of the limit we have, 

20

1lim
x x→

= ∞  

 
For our next set of limit definitions let’s take a look at the two definitions for limits at infinity.  
Again, we need one for a limit at plus infinity and another for negative infinity. 
 
Definition 6  Let f(x) be a function defined on an interval that contains x a= , except possibly at 
x a= .  Then we say that, 

( )lim
x

f x L
→∞

=  

if for every number 0ε >  there is some number 0M > such that 

( ) wheneverf x L x Mε− < >  

 
Definition 7  Let f(x) be a function defined on an interval that contains x a= , except possibly at 
x a= .  Then we say that, 

( )lim
x

f x L
→−∞

=  

if for every number 0ε >  there is some number 0N < such that 

( ) wheneverf x L x Nε− < <  

 
To see what these definitions are telling us here is a quick sketch illustrating Definition 6.   
Definition 6 tells us is that no matter how close to L we want to get, mathematically this is given 

by ( )f x L ε− <  for any chosen ε , we can find another number M such that provided we take 

any x bigger than M, then the graph of the function for that x will be closer to L than either L ε−  
and L ε+ .  Or, in other words, the graph will be in the shaded region as shown in the sketch 
below. 
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Finally, note that the smaller we make ε  the larger we’ll probably need to make M. 

 
 
Here’s a quick example of one of these limits. 
 
Example 6  Use the definition of the limit to prove the following limit. 

 1lim 0
x x→−∞

=  

Solution 
Let 0ε >  be any number and we’ll need to choose a 0N <  so that, 

 
1 10 whenever x N
x x

ε− = < <  

 
Getting our guess for N isn’t too bad here. 

 
1 1x
x

ε
ε

< ⇒ >  

 

Since we’re heading out towards negative infinity it looks like we can choose 
1N
ε

= − .   Note 

that we need the “-” to make sure that N is negative (recall that 0ε > ).   
 

Let’s verify that our guess will work.  Let 0ε >  and choose 
1N
ε

= −  and assume that 
1x
ε

< − .  

As with the previous example the function that we’re working with here suggests that it will be 
easier to start with this assumption and show that we can get the left inequality out of that. 
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1

1 take the absolute value

1 do a little simplification

1 solve for 

1 0 rewrite things a little

x

x

x

x
x

x

ε

ε

ε

ε

ε

< −

> −

>

<

− <

 

 
Note that when we took the absolute value of both sides we changed both sides from negative 
numbers to positive numbers and so also had to change the direction of the inequality. 
 
So, we’ve shown that, 

 
1 1 10 whenever x
x x

ε
ε

− = < < −  

and so by the definition of the limit we have, 
1lim 0

x x→−∞
=  

 
For our final limit definition let’s look at limits at infinity that are also infinite in value.  There are 
four possible limits to define here.  We’ll do one of them and leave the other three to you to write 
down if you’d like to. 
 
Definition 8  Let f(x) be a function defined on an interval that contains x a= , except possibly at 
x a= .  Then we say that, 

( )lim
x

f x
→∞

= ∞  

if for every number 0N >  there is some number 0M > such that 

( ) wheneverf x N x M> >  

 
The other three definitions are almost identical.  The only differences are the signs of M and/or N 
and the corresponding inequality directions. 
 
As a final definition in this section let’s recall that we previously said that a function was 
continuous if, 

( ) ( )lim
x a

f x f a
→

=  

 
So, since continuity, as we previously defined it, is defined in terms of a limit we can also now 
give a more precise definition of continuity.  Here it is, 
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Definition 9  Let f(x) be a function defined on an interval that contains x a= .  Then we say that 
f(x) is continuous at x a=  if for every number 0ε >  there is some number 0δ > such that 

( ) ( ) whenever 0f x f a x aε δ− < < − <  

 
This definition is very similar to the first definition in this section and of course that should make 
some sense since that is exactly the kind of limit that we’re doing to show that a function is 
continuous.  The only real difference is that here we need to make sure that the function is 
actually defined at x a= , while we didn’t need to worry about that for the first definition since 
limits don’t really care what is happening at the point. 
 
We won’t do any examples of proving a function is continuous at a point here mostly because 
we’ve already done some examples.  Go back and look at the first three examples.  In each of 
these examples the value of the limit was the value of the function evaluated at x a=  and so in 
each of these examples not only did we prove the value of the limit we also managed to prove 
that each of these functions are continuous at the point in question. 
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Derivatives 

 

 Introduction 
In this chapter we will start looking at the next major topic in a calculus class.  We will be 
looking at derivatives in this chapter (as well as the next chapter).  This chapter is devoted almost 
exclusively to finding derivatives.  We will be looking at one application of them in this chapter.  
We will be leaving most of the applications of derivatives to the next chapter. 
 
Here is a listing of the topics covered in this chapter. 
 
The Definition of the Derivative – In this section we will be looking at the definition of the 
derivative.   
 
Interpretation of the Derivative – Here we will take a quick look at some interpretations of the 
derivative. 
 
Differentiation Formulas – Here we will start introducing some of the differentiation formulas 
used in a calculus course. 
 
Product and Quotient Rule – In this section we will took at differentiating products and 
quotients of functions. 
 
Derivatives of Trig Functions – We’ll give the derivatives of the trig functions in this section. 
 
Derivatives of Exponential and Logarithm Functions – In this section we will get the 
derivatives of the exponential and logarithm functions. 
 
Derivatives of Inverse Trig Functions – Here we will look at the derivatives of inverse trig 
functions. 
 
Derivatives of Hyperbolic Functions – Here we will look at the derivatives of hyperbolic 
functions. 
 
Chain Rule – The Chain Rule is one of the more important differentiation rules and will allow us 
to differentiate a wider variety of functions.  In this section we will take a look at it. 
 
Implicit Differentiation – In this section we will be looking at implicit differentiation.  Without 
this we won’t be able to work some of the applications of derivatives. 


